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Let’s come back to the Weighted Majority Algorithm first. Think about the following situation. A set of experts are making some predictions, and a subcommittee of them are good. Can we do well by combining the results of these experts rather than identifying a single good expert? So we assume that there’s some combination of the experts that are making really good predictions and we want to do almost as well as that subset of the experts.
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 Think about it geometrically. Assume that we have a separating hyperplane u. The points above are blue points(shown as +) and the ones below are red points(shown as -). We’re trying to learn the hyperplane that best divides the blue and red points as shown in Figure .
We’re going to talk about algorithms making weight vectors over experts.
Assume the separating hyperplane passes through the origin.i.e.

                  ∑   aixi = 0

 where (a1, a2……ad) is a unit vector
Our aim is to come up with ( w1 , w2 …… wd ) such that 
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wi x i  =0 separate blue points from red points.
Now we introduce an algorithm called the Perceptron Algorithm.

1. start with ( w1 , w2 …… wd ) = (0 , 0 ……..0  )

2. Repeat

             Take any incorrectly classified point pi

· if  pi  is blue and (w, pi ) < 0 then update w = w + pi ;

                - if  pi  is red and (w, pi ) > 0 then update w = w - pi  ;

Until all points are correctly classified..

  3. return (w1 , w2 …… wd )

How does the update work? Think about it geometrically again. Here is an example,

shown in Figure. Let we make a mistake on this example. Making a mistake means our algorithm predicts that pi is blue point and it must satisfy (w, pi ) > 0 if not so it’s a negative example. What does the update step do? It adds pi  to the new vector wt+1, which tips the direction of the hyperplane to get close to pi. Similarly we update for  red points. So,it’s more likely to predict it correctly next time. Figure depicts this
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Let us assume that there exist a hyperplane separating the example by margin of 
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 as shown in figure below .we prove the following theorem.
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(note that distance from point pi to plane        ∑   aixi = 0 is |(a,p) | and for every point pi
|(a,p) |  
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.where (a,p) is dot product.
Theorem Assume that the learner makes a mistake on every round, i.e. M = # mistakes,

we have:  # mistakes 
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Proof: we start with w0 =(0,0,….0)
If we make a mistake in iteration t then

                    wt - wt-1  = f i pi 
where f i  =1 if  pi = blue, f i  = -1 if  pi = red

wfinal   = (w1* , w2* …… wd * )

if no mistake then wt = wt-1  
wfinal  - w0 = 
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 f i pi
  (  wfinal  ,a ) = (
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f i pi, ,a  )
(note that for blue point  - f i (
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aj x j  
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 0 and for red point f i (
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aj x j  
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0 )
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 (# of mistake) 
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Mistake in iteration t

        wt = wt-1  +  f i pi

            (wt , wt ) = | wt | 2
                    = (wt-1  +  f i pi , wt-1  +  f i pi  )

                    = (wt-1  , wt-1  ) + 2(wt-1  ,  f i pi  ) + (f i pi  , f i pi  )
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                     =  |wt-1 |2  + negative number +1 
 | wt | 2  -  |wt-1 |2  
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   1.

So , | wt | 2  increases by at most 1 on every round and  | w0 | 2 = 0,then

| wfinal | 2 - | w0 | 2   = (# of mistakes)

| wfinal |    
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# of mistake 
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