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Abstract

Many contemporary artificial intelligence algorithms fail to scale to large problems, because
the problem sizes typically increase exponentially with the number of features. Even though
a problems size may be too large, there often exist repeated sub-structures, resulting in sym-
metries or other kinds of invariances within the problem. These symmetries and invariances,
when identified accurately, can substantially save on downstream computation time. This thesis
proposes the idea of symmetry aware AI, in which AI and ML algorithms compute these sym-
metries, and then use them for improving their efficiency and performance. Specifically, this
thesis studies symmetry aware AI in the context of three different AI problems: (i) probabilistic
inference in probabilistic graphical models, (ii) sequential decision making under uncertainty
and (iii) structured output prediction in computer vision.

First, in probabilistic inference, we study different types of state symmetries to help speedup
marginal inference. Specifically, we define novel notions of contextual symmetries [Anand et.
al., IJCAI 16], variable-value and non-equicardinal symmetries [Anand et. al., AISTATS 18]
and block-value symmetries [Madan et. al. UAI 2018], and propose algorithms to compute
these. Further, we incorporate these symmetries for improving the mixing time of Markov
Chain Monte Carlo (MCMC) methods.

Second, we define the ASAP (Abstraction of State-Action Pairs) framework, which extends
and unifies past work on domain abstractions in sequential decision making under uncertainty.
It holistically aggregates both states and state-action pairs, thereby, identifying significantly
more symmetries than previous work. We also propose two novel algorithms: ASAP-UCT
[Anand et. al., IJCAI 15] and OGA-UCT [Anand et. al., ICAPS 16], which use ASAP sym-
metries within a UCT framework, thus, combining strengths of online planning with domain
abstractions.

Last but not the least, we explore the use of symmetries in state-of-the-art algorithms for
real-world computer vision problems. We propose a novel coarse-to-fine symmetry aware tem-
plate [Habeeb et. al., IJCAI 17] to exploit symmetries in structured output prediction tasks of
stereo-vision and image segmentation. Our approximate notion of top-k label heuristic is robust
across problems and provide significant time gains in near state-of-the-art algorithms for these
tasks.
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    ​सार 
�ोबे�ब�लि�टक मॉड�स म� �स�म�� अवेयरनेस अनमुान एंड �डसीजन मे�कंग 
 

 
कई समकाल�न आ�ट��फ�शयल इंटे�लज�स (ए.आई.) (अथा�त कृ��म ब�ु�ध) ए�गो�रदम बड़ी सम�याओं           
के पमैाने पर �वफल होते ह�, �य��क सम�या के आकार आमतौर पर �वशषेताओं क� सं�या के साथ तजेी                  
से बढ़ते ह�। भले ह� �कसी सम�या का आकार बहुत बड़ा हो, ले�कन अ�सर उप-संरचनाएँ मौजदू रहती ह�,                  
िजसके प�रणाम�व�प सम�या के भीतर सम�पता होती है। इन सम�पताओं क� जब सह� पहचान क�               
जाती है, तो डाउन���म गणना समय पर काफ� बचत हो सकती है। यह थी�सस सम�पता के बारे म�                  
जाग�क ए.आई. के �वचार का ��ताव करती है, िजसम� ए.आई. और एम.एल. ए�गो�रदम इन              
सम�पताओं क� गणना करते ह�, और �फर उनक� द�ता और �दश�न म� सधुार के �लए उनका उपयोग                 
करते ह�। �वशषे �प से, यह थी�सस तीन अलग-अलग एआई सम�याओं के संदभ� म� एआई को सम�पता                 
से अवगत कराती है: (i) संभा�य �ा�फकल मॉडल म� संभा�यता का अनमुान, (ii) अ�नि�चतता के तहत                
��मक �नण�य और iii) कं�यटूर �वज़न म� संर�चत आउटपटु भ�व�यवाणी | 
 
सबसे पहले, संभा�य �न�कष� म�, हम मािज�नल अनमुान म� मदद करने के �लए �व�भ�न �कार के                
अव�था सम�पता का अ�ययन करते ह�। �वशषे �प से, हम ​संदभ�-गत ​�स�म��ज़ [ आनंद एट अल।,                 
IJCAI '16], क� नई धारणाओं को प�रभा�षत करते ह�। व�ैरएबल-व�ैयू और नॉन-इि�वका�ड �नल            
�स�म��ज़ [आनंद एट अल, AISTATS '18] और �लॉक-व�ैयू सम�पता [मदान एट अल UAI 2018],              
और इनक� गणना के �लए ए�गो�रदम का ��ताव करते ह�। इसके अलावा, हम माक�व चेन म�टे काल�                 
(MCMC) �व�धय� के �म�ण समय म� सधुार के �लए इन सम�पताओ ंको शा�मल करत ेह�। 
 
दसूरा, हम ASAP (�टेट-ए�शन पेयर क� ए�स�ै�ट) �परेखा को प�रभा�षत करते ह�, जो अ�नि�चतता              
के तहत ��मक �नण�य लेने म� डोमेन अमतू� पर �पछले काम का �व�तार और एक�करण करता है। यह                  
दोन� �टेट (अव�था) और �टेट-ए�शन जोड़े को सम� �प से एक��त करता है, िजससे �पछले काय� क�                 
तलुना म� काफ� अ�धक सम�पता क� पहचान होती है। हम दो नए ए�गो�रदम का ��ताव भी देते ह�:                  
एएसएपी-यसूीट� [आनंद एट अल, IJCAI '15] और OGA-UCT [आनंद एट। अल।, ICAPS '16], जो              
एक UCT ढांचे के भीतर ASAP सम�पता का उपयोग करते ह�, इस �कार, डोमेन सार के साथ                 
ऑनलाइन योजना क� ताकत का संयोजन करत ेह�। 
 
अ�ंतम ले�कन कम से कम नह�ं, हम वा�त�वक द�ुनया क� कं�यटूर �ि�ट सम�याओं के �लए               
अ�याध�ुनक ए�गो�रदम म� सम�पता के उपयोग का पता लगाते ह�। हम एक मोटे-से-ठ�क सम�पता              
वाले जाग�क टे�पलेट [हबीब एट अल, IJCAI '17] का ��ताव करते ह�। �ट��रयो-�ि�ट और छ�व               
�वभाजन के संर�चत आउटपटु भ�व�यवाणी काय� म� सम�पता का फायदा उठाने के �लए टॉप-के लेबल               
हेय�ुरि�टक क� हमार� अनमुा�नत धारणा सम�याओं के ��त मजबतू है और इन काय� के �लए               
अ�याध�ुनक ए�गो�रदम के पास मह�वपणू� समय लाभ �दान करती है|  
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4 Introduction

(a) (b)

Figure 1.1: Invariances in Nature (a) Structure repetition in Romanesco Broccoli (b) Hexagonal Sym-
metry in Honeycomb

Most of the contemporary Machine Learning (ML) and Artificial Intelligence (AI) research
owes its origin to ideas in physics and mathematics. In a similar way, this thesis is an attempt
to leverage the invariances present in nature to improve the efficiency of AI algorithms. The
process begins with identifying and discovering these invariances automatically from the data
or problem definition. This is followed by using the identified invariances in appropriate ways
to improve the efficiency, scalability or quality in AI systems.

Why are invariances needed in AI? With the recent advancements in automation and AI,
many of the simple tasks performed by humans are being overtaken by autonomous agents.
Though some of our day-to-day tasks have been automated, the grand goal of AI where AI
systems are able to perform these tasks with the same degree of efficiency, clarity, and accu-
racy as humans do, is still quite far. One of the key roadblocks in addressing this goal is the

curse of dimensionality. Scaling the existing approaches to real world instances has always
been a huge challenge and most of the methods fail to perform efficiently as the problem size
increases. This thesis argues that although problems and environments are big and complex,
often they have some structure or invariances, and these underlying invariances have a great
potential to improve the efficiency and scalability of multiple AI and ML algorithms. Specifi-
cally, we call these invariances as symmetries present in the problem. There are multiple ways
of exploiting symmetries in AI problems: sometimes they are used to reduce the problem size
as a preprocessing step, while at other times, they become an integral part of the algorithm.
Importantly, exploiting these symmetries can provide orders of magnitude gain in time in many
time-critical tasks e.g., decision making in autonomous agents, in environments where real-time
performance is required.

Before delving into the specific technical details of symmetries in AI and ML algorithms,






