1 Completely Worked Out Example

Supplementary Material

Labeling | Potential Labeling | Potential Monomial Number | Coefficient
bbbb 70.000000 bbbb 0.000000 0 70.000000
abbb 141.000000 abbb 101.000000 1 71.000000
babb 141.000000 babb 71.000000 2 71.000000
aabb 71.000000 aabb 31.000000 3 -141.000000
bbab 141.000000 bbab 71.000000 4 71.000000
abab 141.000000 abab 101.000000 5 -71.000000
baab 200.000000 baab 130.000000 6 -12.000000
aaab 141.000000 aaab 101.000000 7 82.000000
bbba 141.000000 bbba 71.000000 8 71.000000
abba 200.000000 abba 160.000000 9 -12.000000
baba, 141.000000 baba 71.000000 10 -71.000000
aaba 141.000000 aaba 101.000000 11 82.000000
bbaa 141.000000 bbaa 71.000000 12 -71.000000
abaa 141.000000 abaa 101.000000 13 12.000000
baaa 141.000000 baaa 71.000000 14 12.000000
a2aaa 40.000000 aaaa 0.000000 15 -124.000000

Figure 1: Input clique po- Figure 2: Reparametrized Figure 3: PBF generated from input

clique potential clique potential

tential

Consider a problem having single clique of size 4. The clique potential penalizing a labeling as per 100 times
the square root of number of edges in the labeling in which cost of labeling aabb is reduced to 71 (instead of
141 assigned by square root of number of edges) and the cost of uniform labeling is set arbitrarily at 70 and
40. The energy values for the aforesaid clique potential is listed in Figure 1. It can be verified that the clique
potential is submodular. The higher order pseudo Boolean function (PBF) generated from the example clique
potential as used by IQ is shown in Figure 3. The positive coefficients in pseudo Boolean function indicates that
the potential is not regular. The reparametrization done by GC, first increases the V variable of 0*" b ball by
70 and of 0" a ball by 40 (along with associated changes in unary potential) to arrive at reparametrized clique
potential as shown in Figure 2. It can be verified that the reparametrized clique potential remains submodular.
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node index | E(a) | E(b)
0 50 0
1 0 200
2 100 | 0
3 100 0

Figure 4: Unary potential Figure 5: Flow graph for the example

Assume that the unary potential of the 4 nodes before reparametrization is as shown in Table 4. The
flow graph for the reparametrized clique potential along with terminal edge capacities and the residual edge
capacities is as shown in Figure 5. It may be noted that during reparametrization the b ball at 0" is raised by
70 and a ball by 40. The net height of the a and b are therefore at 90 and 70 respectively. In the flow graph
the 0th node is therefore connected to source by the capacity equal to difference in heights of the ball that is



90 — 70 = 20. The graph of Figure 5 should be considered as the residual graph when flow in all edges is ). The
labels on the conjugate edges have been set as per “When there is no flow in either of the edges of a conjugate
pair, then the residual graph has two edges corresponding to the two conjugate edges. One emanating from the
auxiliary node (n type) has capacity equal to the capacity of the conjugate edge pair. Capacity of the other is
infinity. In this case the requirement that only one of the conjugate edges has zero flow is ensured by restricting
augmenting flow on paths from s to t that include only one of the edges of a conjugate pair in the residual
graph.”.

Labeling | Potential
bbbb 0.000000
abbb 101.000000
babb 40.000000
aabb 0.000000
bbab 102.000000
abab 132.000000
baab 130.000000
aaab 101.000000
bbba 71.000000
abba 160.000000
baba 40.000000
aaba 70.000000
bbaa 102.000000
abaa 132.000000
baaa 71.000000
aaaa 0.000000

Figure 6: Revised slacks

Flow is first pushed along the path source —+ 2 — m — n — 1 — sink. As per the residual capacities
of edges on the path its value is 31. This makes the constraint aabb tight (i.e. its slack becomes 0). Table 6
contains the revised slacks of all the constraints after this flow push. The new revised residual capacities of the
pairs of conjugate edges are given in Table 7 and the residual graph with the residual capacities on individual
edges is given in Figure 8. Note that the edges in the residual graph are as per the earlier rule quoted in the
previous paragraph and “The conjugate edge with non zero flow emanates from n type auxiliary node. In this
case the residual graph has two edges. The edge in direction from an auxiliary node (n type) to a pixel node
has capacity equal to the residual capacity of the conjugate edge pair, and the edge in the direction from a
pixel node to an auxiliary node has capacity equal to the flow in the conjugate edge pair. In the other case,
the capacity of the residual edge from the pixel node to the auxiliary node (m type) is infinity, and the reverse
direction edge has capacity equal to the flow towards the auxiliary node (m type) in the conjugate edge pair in
question.”. As per Lemma 4, this saturation allows the flow through path source —» 0 — m — n — 1 — sink
since both nodes 0 and 1 are present in constraint aabb and sending flow from 0 — 1 does not affect the slack
in the tight constraint. The capacity of flow is contextually constrained at 40 due to constraints babb and baba.
However because of constraints posed by terminal edge capacity 0** node can send flow of only 20 to 15 node
saturating edge source — 0. No more flow can be further sent in the flow graph and the maximum flow arrived
at is 31 + 20 = 51. The labeling recovered by putting nodes having unsaturated path from source in S set is
aabb. The cut edges incident at 0'" and 1°* node are covered by set of constraints {{abbb}, {babb}} or {{aabb}},
minimum of which (that is {{aabb}}) decides the cost of cut which is 31. Edge source — 0 is also on the cut
thereby bringing the total value of the cut to 51 which is equal to the flow in the flow graph.

It is interesting to note that the same example graph when run using 1Q gives all nodes unlabeled.

Conjugate edge pair incident at | Residual cap
0 0
1 0
2 71
3 71

Figure 7: Revised residual capacities
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Figure 8: Revised flow graph

2 Formulation of the Dual

We denote the set of pixels in an image by P, and the set of higher order cliques on the pixel set by C. The label
of a pixel p is denoted by [P and the labeling configuration of clique ¢ by l.. Finding a labeling with maximum
a posteriori probability (MAP) in such a MRF can be shown to be equivalent to minimizing energy of following
kind:

E(lg) = Z Dp(lp) + )\Z We(le)), (1)

peEP ceC

where D, ({,), called the unary potential, is the cost of assigning label [,, to p. W¢(le), called the clique potential,
is the penalty/cost of any labeling configuration 1. on clique c.

The LP formulation for MRF-MAP given below follows Kleinberg and Tardos [10]. Any pixel can take a
label from the set £ = a,b of possible labels, and Iy, is that subset of labeling configurations 1. of clique ¢
in which the label of pixel p is a. We introduce a binary variable X whose value is 1 /0 whenever pixel p is
assigned label a/b respectively. Similarly the binary variable Yle takes value 1 whenever clique c is assigned
label configuration 1. and is 0 otherwise. Let W, : £L¥ — R be the clique potential function giving the penalty
of labeling the pixels of clique ¢ by 1.. The MRF-MAP equation (1) can be equivalently written as following
linear program:

min Y N CpXg 4+ D> Wello)Yee (2)

1
Xa,Yde

pEP acL ceCl.eLk
subject to
Y Xp=1, peP,
acl
lC a
ZYC"" =Xy, ceC,pec,;acl,
Vie pa

where [ p o denotes those l; labeling configuration with label a at p, and

Xy>0 ,  Yre>o.

Lagrangian of the primal in equation (2) can be written as

G = argmax argmin Z ZC’;X;—FZ Z We(le)Yoe (3)

Up A& Ve p.a XSsYclc pEP acLl ceCl.eLk
le,p,a
+ E U, <1— E X;)—I— E Vepa X;— E Yeor (4)
peEP acl ceC,pec,ael Vie,p,a

= D MXE— DAY (5)

pEP,a€L cEC,l.ELF



Rearranging terms with variables X, and Y,

g= arg max argmin
Up AE Ve,pa Xg,Yo0

Z U, (6)

+ Y XU+ Y Vepa (7)
pEP,aceLl Ve s.t. p€c

+ ) Yk (Wc(lc) Al ZVCJ,Jg) 7 (8)
ceC,lceLn pEC

where 1.” is the label of point p in label configuration 1.

The lagrangian will be unbounded if the partial derivative with respect to X, and Y is not zero. In our case
these will be coefficients of X, and Y. Setting them to zero in lagrangian will give us our dual objective function
as:

UV, A = Up.
UV ) =g
pEP

The requirement of partial derivative with respect to X, equal to zero gives us our first dual feasibility constraint

Co—Xe—Up+ > Vepa=0, peP, acL

Ve s.t. pec
Since )\g >0

Up < hy peEP,acL. (9)
where
he=Cot > Vepa
Vc s.t. p€c

Similarly second feasibility constraint can be arrived setting partial derivative of Y, equal to zero

- Z Veplor ceCandl, € LF
p€c

Since Als >0

> Veprr Welle),  c€C, loeLh (10)

pEC

Complimentary slackness conditions can be written as

X¢>0 = U,=h, (11)
Ye>0 =) Veprr =Welle). (12)
peEC

Assuming the cost of assigning uniform labeling (all a’s or all b’s) to clique as zero gives us the following
constraint

» Vepa=0, ceCacL. (13)

peEc



3 Uniform Labeling Cost and Submodularity Constraints

The dual feasibility constraints as derived in Section 2 are:

Upgh; peEP,aeLl (14)
where
hy=Cp+ Y Vepa
Ve s.t. pec
, and
> Veptr < Welle)  c€C, Lo € £V, (15)

pec

Suppose we replace the variable V¢, , of clique ¢ by V¢, 4 + 0 in all dual feasibility constraints in which it
occurs and subtract ¢ from both sides of constraints defined by equation 15 in which V¢ ; o occurs then effectively
the only change that have occurred in the dual feasibility constraints are the following:

1. The Lh.s of equation 14 for pixel ¢ which defines the value of dual variable hj has an additional term 4,
and

2. In all feasibility constraints defined by equation 15 for clique ¢ in which V¢, , occurs, the r.h.s. has
become We(le) — 6.

In effect we have increased the height of the ball a in well for pixel p, that is we have increased the cost
of assigning label a to pixel p in clique ¢ and compensated for that increase by decreasing the contextual cost
of this assignment in clique c. It is easy to establish that from the perspective of the optimal solution to the
optimization problem, the value of the optimal solution and the assignment of labels in that optimal solutions
in both versions of the problem are the same. The transformation can be seen as re-parametrization of the
energy function [19].

If § is so chosen that one of the contextual costs term becomes zero we can look upon it as tightening of
a dual feasibility constraint. We call this process of tightening at least one constraint and raising the height
of a ball in a well the normalization step. If the dual feasibility constraint that gets tightened corresponds to
the uniform labeling of clique pixels being labeled a then we are done. If not, there must exist another pixel ¢
in clique c for which label assignment is a in the constraints which still have slack. Limiting attention to just
these constraints if the normalization step is repeated in clique ¢ for pixel ¢ and ball a then at least one more
dual feasibility constraint will become tight. Since labeling costs in a clique are submodular, Lemma 2 will
apply and the constraint which is union of the two constraints will also be tight. The normalization step can
continue to be applied till the constraint corresponding to uniform labeling of all a becomes tight. It is easy to
see by symmetry that the above reasoning and normalization step can be now carried out with V., ; variables
resulting in a system in which both uniform costs are zero.

We can show that if an energy function was submodular before transformation it will remain submodular
after transformation also as follows. W.l.g. we interpret constraints/labelings-energy as sets consisting of pixels
labeled a in all cliques. The set function assigns a value to such set equal to cost of the corresponding labeling.
We are given that such set functions are submodular prior to any normalization transformation.

Consider an increase in one of the V' variable corresponding to ball p, as a part of the normalization process.
Prior to this increase since the energy function was submodular, i.e. we had

E(X)+E(Y)> EXUY)+EXNY)vX,Y.

Now the following cases arise:

1. p, was not part of either X or Y
In this case all the constraints F(X), E(Y), E(XUY) and E(X NY) does not change. Both LHS and
RHS remain same and equation will continue to remain satisfied.

2. pg was part of only one of X or Y
In this case p, will be part of set X UY but not X N'Y. Therefore E(X) or E(Y) decrease by ¢ and
E(X UY) decrease by 6. The LHS and RHS of the equation decrease by same amount (4) and equation
remains satisfied.



3. pq was part of both X and Y
In this case p, will be part of set X UY as well as X N'Y. Therefore all E (E(X), E(Y), BE(XUY) and
E(XNY)) decrease by amount 6. The LHS and RHS of the equation decrease by same amount (24) and
equation remains satisfied

Therefore any change in the V' variable is nothing but an equivalent energy transformation which maintains
submodularity property.

Since there are 2F dual feasibility constraints for a clique time taken for normalization per clique will be
O(2%). Under the assumption that the number of cliques is of the same order as n, the number of pixels, the
total normalization time is O(n2*).

4 Maxflow Mincut Theorem

Lemma 1 shows that flow in a gadget based flow graph cannot exceed the capacity of any (S,7T) cut.

Lemma 1. Let (S,T) be the cut in which S is the set of nodes reachable from s in the residual graph when flow
is maximal. Value of maz flow is equal to the sum of flow in saturated edges out of s, saturated edges into t in
the (S,T) cut and flow in conjugate edges from auziliary nodes in S to nodes in T, and is less than or equal to
the capacity of the (S,T) cut.

Proof. Let f = (fi;) be a flow in the flow graph and let (S,7") be any cut. Summing up the flow conservation
equations for all nodes i € S we get

=" Fi =Y F) =) (= Fi) D> (i — Fi) = 0> (fii = Fi)s

i€S j j i€eS jeS i€S jeT i€S jET

where v is the flow entering ¢. In effect v is the net flow through any (S,7") cut. Since f;; > 0

v Y fi
i€S jET
Note that flow in all edges other than conjugate edges in the (S,T') cut is less than their capacities. Also, since
the r.h.s. of a dual feasibility constraints is larger than or equal to the sum of flows in all the conjugate edges
that occur in it’s Lh.s., the sum of flows in all the conjugate edges in the (S,T) cut is less than or equal to the
capacity of the smallest cost edge cover. Therefore, it follows that flow in the flow graph is always less than or
equal to the capacity of any (S,T) cut.

Consider the scenario when flow equal to the maximum value flows through the edges of the flow graph. Since
flow can not be incremented any further, no path can exist between s and ¢ in the residual graph constructed
in the presence of this flow. Let S be the set of nodes reachable from s in this residual graph and let T be
the rest of the nodes of the flow graph. Effective flow across the cut from S to T is equal to the sum of flow
in the flow graph edges from S to T minus the sum of flow in the flow graph edges from 7" to S. Since only
edges with finite capacity constraints in the flow graph are conjugate edges, this (S,T) cut set can have only
conjugate edges with zero residual capacity or saturated edges incident at s and ¢. Other than saturated edges
incident at s and saturated edges from S side nodes to t the flow graph edges from .S to 1" will be directed out of
only auxiliary nodes. Also, note that an S to T edge emanating out of an auxiliary node implies that the other
auxiliary node of that clique is also on the S side. This is because the infinite capacity edge between the two
auxiliary nodes has non zero flow and hence there are non zero capacity edges between the two auxiliary nodes
in both directions in the residual graph. If the auxiliary node is of n type, then flow in the paired conjugate
edge p — m is zero and the value of effective flow across the cut (S,T') is dependent only on the flow in the cut
edge emanating out of the n type auxiliary node in question. If, on the other hand, the auxiliary node is of m
type and no flow can be sent in the residual edge m — p, then also the effective flow across the cut (S,T) is
dependent only on the flow in the cut edge because if the edge p — m has non zero flow then the edge n — p
has zero flow. If p — m has zero flow then the only case which may impact effective flow across the cut is when
the edge n — p has non zero flow. In this situation, n type node on side S is the first case discussed. Therefore,
flow in the flow graph is equal to the sum of flow in saturated edges out of s and possibly into ¢ in the (S,T)
cut and flow in conjugate edges from auxiliary nodes in S to T.

Note that each of such conjugate edge from S to T has zero residual capacity and therefore at least one dual
feasibility constraint in which it participates is tight. In effect there are conjugate edge covers of the edges in
the (S, T) cut in which all dual feasibility constraints are tight. Is max flow equal to min capacity cut? Consider
the smallest cost cover among the conjugate edge covers of the edges in the (S,T") cut. If each conjugate edge
in the cut is covered by only one constraint in smallest cost cover then it follows that max flow is equal to the
capacity of the (S,T) cut which implies that max flow is equal to the min capacity cut. This may not hold in



general as there can be cases when a conjugate edge in the cut is covered by two or more tight constraints in
the smallest cost cover. In such cases flow in the edge gets counted more than once in the cost of the cover, and
max flow is less than capacity of the min cost cover in general.

O

We now show that when dual feasibility constraints are submodular then max flow in a flow graph is always
equal to the value of the (S,T') cut of Lemma 1.

Since 1. gets defined by the assignment of one of the two possible labels to pixels in clique ¢, it can be
equivalently looked upon w.l.g. as a subset of pixels of clique c labeled ‘a’. W, can therefore be considered to
be a set function. We assume all functions W, are submodular, i.e. for all c € C, and X,Y € ¢

We(X)+We(Y) > W (XUY)+ W (X NY).

Lemma 2. If W.(l.) is submodular for all ¢ in C, then whenever in the flow graph there exists a conjugate edge
that has residual capacity zero and is covered by two tight dual feasibility constraints corresponding to pizel sets
X andY of some clique, the dual feasibility constraint corresponding to pizel set X UY is also tight.

Proof. Let X and Y be the pixel sets in clique ¢ such that XNY is not empty and the dual feasibility constraints
corresponding to them are tight in the presence of flow f in the flow graph. Because of submodularity we have

We(X) + We(Y) > We(XUY) + We(XNY).

Let the conjugate edges with non zero flow corresponding to sets X and Y be denoted by zi,x2,...,z, and
Y1, Y2, ---, yi respectively. Since the dual constraints are tight we have

> o =We(X),and »  f,, = We(Y).

Therefore

S he 4> fy = We(XUY) + We(XNY).

It can be shown that the dual feasibility constraint corresponding to X NY is satisfied. Therefore we have

We(XNY)> > fe

e€(XNY)

me"‘nyi— Z erWC(XUY).

e€(XNY)

Therefore

The Lh.s. of the above is nothing but the sum of flow in the conjugate edges covered by the dual constraint
corresponding to X UY. Since flow is feasible we have

We(XUY) Z fe.

e€(XUY)
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Lemma 2 allows us to infer that when costs are submodular, the smallest cost cover for conjugate edges in
the (S,T) cut corresponding to max flow, consists of a set of dual constraints such that each conjugate edge
in the (S,T) cut is covered by only one constraint from that set. Note that our flow formulation is such that
all complimentary slackness conditions other than those given by equation (8) are always satisfied. Also, the
dual constraints corresponding to the smallest cost cover are tight, i.e. equations (12) for them are satisfied
with equality for all cliques on the cut. The cliques not on the cut are labeled uniformly, i.e. all nodes of
such cliques in S are labeled a and those in T are labeled b. Uniform labeling constraint, as shown in equation
(14) is flow conservation constraint, and is always satisfied. We therefore have that when flow is maximal all
complimentary slackness conditions for all cliques are satisfied. Primal and dual solutions consistent with them
must be optimal.

We, therefore, have

Theorem 3. When costs are submodular, in the flow graph corresponding to the dual optimization problem,
max flow is equal to min cut and corresponding primal and dual solutions are optimal.



Proof. Lemma 2 allows us to infer that in the smallest cost cover for conjugate edges in the (S,T) cut corre-
sponding to max flow is each conjugate edge is covered by only one dual feasibility constraint when the r.h.s.
of all constraint are submodular. The smallest cost cover is then the min cost cover and max flow is equal to
the capacity of the min cost cover.

Note that our flow formulation ensures that all complimentary slackness conditions other than equation (8)
are always satisfied. For a maximum flow situation, equation (12) is satisfied with equality for all cliques on
the cut which is nothing but another representation of equation (8). For the cliques not on the cut, we give
uniform labeling. Uniform labeling constraint as shown in equation (14) is flow conservation constraint and is
always satisfied. We can therefore state that when flow is maximum all complimentary slackness conditions are
satisfied and primal and dual must be optimal.

O

5 Complexity Analysis

If we use Edmonds and Karp’s shortest path augmentation strategy along with ordering of the paths of the same
length lexicographically then the number of augmenting path iterations will be O(|V'|.|E|) and the time to find
the shortest augmenting path and updating the residual capacities of the edges in the residual graph be O(|E|).
Note that there is the possibility of pushing flow in a saturated conjugate edge in the forward direction k times
before the edge getting dropped. The total number of iterations before the path length increases is still bounded
by O(|E|). If the size of a clique is given by k, the set of cliques by C, and the number of pixels by n, then
|[V| and |E| are O(n + |C|) and O(k|C|) respectively. Since the number of dual feasibility constraints per clique
can be O(2F), residual capacity computation of each edge will require O(2F) steps. Therefore, the complexity
of the max flow algorithm implemented Edmonds and Karp way is O(2*n(k|C|)?). Under the assumption that
submodular functions for computer vision problems are locally defined with n ~ |C|, the complexity can also be
written as O(2Fk%n?).

For IQ algorithm which involves reduction of higher order Boolean functions to second order and using
QPBO for optimization, the process involves creation of O(2%) auxiliary nodes per clique in the reduction
phase. Since the resultant flow graph is dense the number of edges can be O(22%) per clique. If C is the set
of cliques, the max flow part of the algorithm’s time complexity will be O(2°%n|C|?) or O(2%%n3) if n ~ |C|,
assuming that the max flow algorithm is based on Edmonds and Karp. This analysis has been done primarily
to estimate the type of speed up one should expect using our algorithm over algorithms based on the reduction
technique like 1Q.

6 Proof of Various Lemmas

Lemma 4. A saturated conjugate edge n — p corresponding to a clique c in presence of flow f cannot be in an
augmenting path if the only tight dual feasibility constraint covering it covers no other edge, or if the intersection
of all tight dual feasibility constraints covering it contains no other edge.

Proof. Suppose the intersection of all tight dual feasibility constraints covering n — p contains at least one
more edge. This edge is either an n type edge n — ¢ or an m type edge r — m. If the edge is n — ¢ then
both path fragments ¢ — n — p and p — n — ¢ have residual capacity greater than zero. Since pushing of
flow in the path fragment ¢ — n — p leaves the tight dual feasibility constraints tight, residual capacity of
qg — n — pis equal to the minimum of the slacks of non tight dual feasible constraints covering n — p and
n — ¢. Similarly residual capacity of the path fragment » — m — n — p is the minimum of the slacks of non
tight dual feasible constraints covering r — m and n — p. Therefore a path from s to ¢t which contains the path
fragment ¢ — n — p or r — m — n — p as the case may be with all other edges having residual capacities
greater than zero will be an augmenting path.

O

Lemma 5. Let the shortest augmenting path length from s to t after k shortest augmenting path flow augmen-
tations be denoted by 6¥(s,t) . Then 6¥*1(s,t) > 6% (s,t).

Proof. For the purposes of the proof we specify the shortest augmenting path length from s to a node p and
from p to ¢ in clique ¢ after k such iterations by §*(s,c,p) and §*(t,c,p) respectively. Consider the flow graph
after the k*" flow augmentation.It is easy to see that if the path fragments in the shortest augmenting path
for the (k + 1)** augmentation are not in the cliques through which the k" augmenting path passes then
§F+1(s,t) > 6(s,t). For the possibility that the (k 4 1)** shortest augmenting path to be smaller than k"
shortest augmenting path it is necessary that there be at least one clique in which in which the two paths use
different path fragments.



We will consider the case when the two paths share exactly one clique in which the path fragments are
different in the two paths. Let that clique be ¢ and let the path fragment used in the k** augmenting path
be from p to q. One possibility is that in the kth augmentation the path fragment from p to ¢ was saturated
and in the (k + 1) iteration path fragment from ¢ to p was in the augmenting path. In this case since
§F+1(s,c,q) > 6%(s,c,q) and 8*+1(t,c,p) > 6%(t,c, p), implies 6511 (s,t) > 6%(s,t). Therefore, assume that the
path fragment in c in the (k + 1)*" iteration is from r to [. There can be 9 possible cases. The first four cases
namely

L. 8%(s,c,p) (s,¢,7) (t,c,q) (t,c,1), or

2. 0%(s,c,p) = 651 (s,c,r) and 6% (t,c,q) < 8 D (¢, ¢, 1)), or

3. 0%(s,c,p) < 68T 1(s,c,r) and 6%(t, c,q) < 8TV (¢, ¢, 1)
(s,¢,p) (s,c,7) (t,c,q) (t,c,0)

4. 6%(s,c,p) < §Ft1
are routine. In these cases 6% (s,t) < 6¥+1(s,t). In cases

1. 6%(s,c,p) > 6"+ (s,c,r) and 6%(t,c,q) > 61 (t,¢,1)), or

2. 0% (s,c,p) < 6**1(s,c,r) and 6*(t,c,q) > s*+1(t, ¢, 1)), or

3. 0%(s,c,p) = 6**1(s,c,r) and 6% (¢, c,q) > s*+V (¢, ¢, 1),

we need to ask why the path fragment from p to [ was not chosen in the k*" iteration as that would have resulted
in a shorter augmenting path from s to ¢. This implies that the conjugate edge n — [ was saturated earlier. If
flow sent through p relaxes any such constraints, then pushing flow in the path fragment from p to [ would have
been possible in the &k iteration also. But that would contradict the assertion that flow in the k' iteration
was pushed on the shortest path. These cases, therefore, can not arise. In cases

1. 6%(s,c,p) > 6"+ (s,c,r) and 6*(t,c,q) = 6TV (t,c,1)), or
2. 6% (s,c,p) > 6**1(s,c,r) and 6% (t,c,q) < s*+tV (¢, ¢, 1)

when k" augmenting path was used (k4 1)*" must have been unavailable. Also, the conjugate edge incident at p
must have been covered by the constraint making the r to [ path fragment saturated because that path fragment
got relaxed after the pushing of flow through the conjugate edge incident at p. Also, path through r and ¢
must have also been unavailable otherwise that would have been shorter and chosen. Conjugate edge incident
at p must have been covered by this constraint also otherwise it could not send flow to g. From submodularity
constraint (Lemma 2) if p and ¢ and p and [ are tight then p, ¢,! must also be tight in the union flow constraint.
Therefore any flow sent from p to ¢ can not relax flow constraint of {. The case therefore can not happen.

O



