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Abstract
Digital public infrastructures (DPIs) are said to follow or enable principles such as ‘open-source’, ‘open APIs’, ‘interoperability’, ‘privacy by design’, ‘inclusive design’, and ‘universal access,’ implying that crucial ethical values are baked into the technology itself. However, prior experience with DPIs in India has revealed shortcomings with this simplistic view. Many of these stated principles may not be enacted in practice, and even if they are, they are not sufficient to avoid possible harm or unfair outcomes from DPIs. Additionally, a key principle is often missed—of DPIs to be accountable towards the public, not just in their impact but also their conceptualisation and design. This brief argues that a strong participatory governance framework aligned with democratic principles should be created to bridge these gaps. Institutionalised and statutory mechanisms must exist for the ‘public’ to have a central role in deciding the purpose of DPIs and validating assumptions on impact pathways behind how envisioned DPIs can meet these ends. It also is imperative that DPIs should not compromise any rights. Accountability mechanisms to safeguard against such violations and to resolve them should be easily accessible by anybody and governed by a legal framework. It should also be required for legislation to be passed for such issues to be highlighted by a representative body and be transparently disclosed and mandatorily addressed. Without strong structures of accountability built into DPI operations, DPIs may harm especially marginalised groups and weaken the citizen-State interface—and thereby grassroots democracy—by distancing the State from the people. As more and more G20 countries move towards DPIs, India’s experience highlights the need for such governance structures.
The Challenge
India is a frontrunner in developing and scaling digital public infrastructures (DPIs). Its digital identity system, Aadhaar, a part of the India Stack, provides a population-scale biometric-based authentication service that is the foundation for people to access government welfare schemes. A linked gateway infrastructure provides the ability to map a person’s Aadhaar ID with a bank account, enabling government departments to operate direct benefit transfer (DBT) schemes to initiate cash transfers directly to a people’s bank accounts. Another DPI, the Unified Payments Interface (UPI), also part of the India Stack, enables inter-bank transactions through an instant process without having customers enter recipient account details each time. Similar architectures centered on digital identities and ‘open’ interfaces have been proposed, and are being implemented, in other domains such as health, agriculture, and e-commerce. Citing the merits of interoperability, open-source, universal access, easier digitalisation, and privacy by design principles through secure data storage and consent mechanisms, such DPIs are claimed to enable rapid socio-economic development by making it easier for government departments and entrepreneurs to innovate and scale new digital applications and services.

However, the process of institutionalising and implementing such DPIs has witnessed many gaps that have violated the fundamental rights of citizens, especially those from marginalised and vulnerable contexts. This includes cases of unfair exclusion from welfare benefits, exploitation through fraudulent transactions, ambiguity in placing accountability, and unreliability in grievance redressal, among others.

Concerns have also been raised about

---

a India Stack is composed of Aadhaar, a nationwide digital-ID infrastructure as a base layer, on which components such as an authentication service, a payment service, an electronic know your customer (e-KYC) service, and a financial transactions standard called Unified Payments Interface (UPI), are layered. India Stack was conceptualised by iSpirit, a network of volunteers largely comprised of veterans from the Indian IT industry, with close ties to the government.

b A survey of Aadhaar-linked exclusions in welfare services indicated a plausible exclusion of over 10 million people from the public distribution system (PDS), which uses Aadhaar-based authentication, and a similar number for welfare schemes on rural employment and pension that use Aadhaar-linked enrolment and cash transfers.
corporate-government interlocks that influenced the purpose identification, conceptualisation, and development of many DPIs. This policy brief draws attention to DPI governance mechanisms that are crucial to prevent such issues. It proposes a governance framework that should regulate DPIs at three stages—the conceptualisation and purpose identification of DPIs, their design process, and subsequent ethical management of deployed DPIs. Such a governance framework is not only important for India, but also underscores the need for other G20 countries to study the Indian experience and recognize the need to have a just governance framework for DPIs.

**Case study of DPIs in India**

Through a case-study of Aadhaar-based authentication, DBT schemes, and UPI in the context of rural communities in India, this brief outlines various problems that have surfaced in DPI implementation.

**Appropriateness of technology design**

Aadhaar provides a biometric (fingerprint)-based authentication framework used in two settings: for the disbursement of subsidised food grains from the network of fair-price shops that operate through the Public Distribution System, and for cash withdrawal from people’s bank accounts via point-of-sale (PoS) machines operated by banking correspondents to provide cash-in-cash-out services in remote locations. People’s biometric fingerprints are recorded in a secure centralised database while registering for Aadhaar, following which users can authenticate themselves using their fingerprint at PoS machines for cash withdrawal or claiming their food entitlements. While the biometric-based authentication system was believed to be appropriate for use by less-literate and low-income people, without the need for them to remember passwords or use

---

c India runs a subsidised food programme called the Public Distribution System mandated as part of the National Food Security Act (NFSA) to ensure food security for its citizens. In 2017, Aadhaar based biometric authentication was made mandatory for people to claim their food entitlements: PDS shop owners were given Point of Sale (PoS) machines through which to authenticate beneficiaries.

d Given the sparse infrastructure of bank branches in rural areas, a banking correspondent model is provided by specialised firms through human agents who provide cash-in-cash-out services to rural customers. The agents use the Aadhaar Enabled Payment System through biometric authentication on PoS machines to provide this service.
phone-based one-time passwords, in practice, failures can arise due to poor network connectivity in rural areas or smudged fingerprints of many people such as elderly citizens, labourers, and farmers. This can impede the ability to claim food entitlements, which is a rights violation, and has reportedly even led to starvation deaths. Similarly, the opaque manner in which this system can be used by the PoS machine operators has led to fraud by them. People have also been fraudulently enrolled in insurance schemes by banking correspondents.

In the case of DBT, issues have typically arisen because of data entry errors by government officials. This results in failed transactions or even cash transfers to incorrect accounts. Diagnosis of the source of error is hard for citizens because the DBT pipeline spans Aadhaar, the concerned government department, banks, and the Aadhaar-bank account mapping gateway, and there are no standardised methods to obtain clarity about where in this pipeline the failure may have occurred. Citizens invariably fall back upon social workers or rent-seeking intermediaries who can help them navigate such a complex technology landscape.

Such examples show that DPI infrastructures may not always be inclusive or designed in a citizen-centered manner, work reliably, or be appropriate to the context of use, and highlight the need to carefully pilot-test them before scaling, make alternatives available, and ensure accountability to promptly acknowledge and rectify any errors.

**Purpose identification**

The need for Aadhaar was justified to prevent identity fraud in welfare schemes and deduplication through biometrics was assumed to help ensure uniqueness of identity for each person. Both these claims have been challenged. In the case of distribution of subsidised food, for example, identity fraud is not the primary or even significant cause of leakages; rather, quantity fraud wherein fair price shop owners may not give the entitled quota of food grains to beneficiaries, is the main cause and Aadhaar cannot address that problem. Even whether the use of fingerprint-based biometrics can achieve deduplication is unclear.
No studies have been published, and in fact, a theoretical analysis indicates a high chance of deduplication failure.\textsuperscript{e,16,17}

Similar concerns of the validity of the claimed purpose prevail with e-KYC and with the development of the UPI infrastructure. Both services were justified to improve process efficiencies and have been rapidly scaled through State support. However, whether these efficiencies were indeed required, the attention placed on building guardrails to prevent misuse, and the preparedness of the population to handle the services, raises doubts on the intention behind these initiatives. Studies on India’s rural employment guarantee scheme (MGNREGA) show that most registered households already had bank accounts;\textsuperscript{18} yet e-KYC was used to bridge a purported gap in financial inclusion by opening millions of bank accounts under the Jan Dhan Yojana in 2014, often even without people knowing that bank accounts had been opened in their names. Many of these bank accounts lay unused, and only resurrected to some extent during the COVID-19 lockdown when the government made relief cash transfers to these accounts.\textsuperscript{19} The need and readiness of the people for digital financial services built on e-KYC and UPI is also debatable. For example, almost 50 percent of retail financial fraud arises from UPI.\textsuperscript{20} The ease of offering financial services such as loans has also led to predatory lending to vulnerable people.\textsuperscript{21} Several studies show that the push in India towards the digitalization of financial services is neither universally supported due to issue of privacy, security, trust, and access, nor are questions on sustaining the basic costs of digital operations fully answered.\textsuperscript{22}

The lack of robust grievance resolution mechanisms in this space of financial services, inadequate safety guardrails to protect people from fraud, and the low readiness of people before they are financially literate enough to not fall for fraud, yet the hurry in ushering rapid digital financial inclusion of low-income populations without clear pathways

\textsuperscript{e} An audit of the Aadhaar authority institution in 2021 also highlighted gaps in the de-duplication process.
\textsuperscript{f} An electronic ‘know your customer’ (e-KYC) service enabled through Aadhaar allows agencies to query the address or other demographics of a person.
of how it will impact them, raises concerns about whose interest were such DPIs meant to serve. Similarly, with Aadhaar, the doubtfulness about its stated purpose illustrates the need for extensive prior debate before any DPIs are built and deployed.

**Perpetuation of power-based inequalities**

The various DPIs examined in this brief have made less digitally literate citizens, such as the poor and elderly, dependent on new kinds of intermediaries to help secure their entitlements, aggravated their vulnerability to fraud, made it hard to place accountability to seek redressal, and increased the distance between citizens and the State to hold the State accountable. Citizens have thus lost power to other stakeholders and bureaucrats, which has resulted in the perpetuation of power-based inequalities. Feedback loops to counter this concentration of power through grievance redressal are essential, but field experience indicates that the complexity of diagnosis of faults and the lack of adequate accountability mechanisms to ensure prompt and correct redressal is not able to reverse this, and results in a violation of citizen rights. Technology tends to amplify inequalities in the absence of effective guardrails or misguided purposes, and we see the same dynamics having played out in India with DPIs imposed without due multi-stakeholder consultation.

On the other hand, technologies that are designed and deployed in consultation with direct and indirect stakeholders, with the goal of using technologies to empower the weak, invariably tend to be more appropriate to the context, help build the capability of local stakeholders to manage the technologies towards responsible outcomes, and lead to greater power-based equality. Systems built with this mindset, such as to prevent quantity fraud in food distribution by informing communities of stock availability, or enable communities to escalate complaints against fraudulent fair price shop owners, have been shown to empower communities and are alternative examples of technologies that should be scaled as DPIs. These examples highlight the need for underlying principles of democracy to conceptualise the purpose and design of digital public goods, and accountability in managing them, and forms the basis for the recommendations presented in this brief.
The G20’s Role
DPIs characterised by a uniform architecture and implemented nationwide can provide a foundational building block that can enable new services to be built in a plug-and-play manner. Gaps can arise in this process, however, and violate citizen rights when the DPI technology may not be appropriate to the context, or processes for its use may not be clearly defined and followed, and which in turn can lead to the amplification of power-based inequalities. This highlights the need for stronger governance structures. As more and more G20 countries, including India, move towards DPIs, it is imperative that the principles of democracy and accountability form the foundations of these governance structures:

- Ensure that DPIs are conceptualised to solve valid problems that are framed by participatory citizen bodies.
- Do not scale DPIs without prior evaluations through pilot studies.
- Put responsive management structures into place to react to emergent issues with use and scaling of DPIs.
- Build a multi-level governance body to ensure that DPIs adhere to these above principles.
- Ensure transparency and public scrutiny at all steps.
Recommendations
to the G20
Based on the underlying principles of democracy and accountability, this brief outlines a governance framework for DPIs at three stages: purpose identification for the conceptualisation of DPIs, appropriate design of the DPIs, and ongoing management of deployed DPIs. Finally, it outlines the need for a nodal regulatory body to implement these processes and ensure that democratic and accountable practices are followed at all the three stages.

**Democratic purpose identification**

The problem that any DPI is meant to solve should emerge through democratic consensus from the citizens. This implies that needs and observations articulated through institutionalised participatory mechanisms such as the gram sabhas\(^g\) should be collated, analysed through research studies, and discussed in multistakeholder consultations to arrive at DPI proposals. This will help ensure that valid felt needs by citizens are given priority in defining the purpose of a DPI, rather than misguided or profit-driven agendas.

The need for bottom-up participatory methods to collect citizen inputs also highlights the need for meta-DPIs\(^h\) (DPIs that are essential for fair functioning of other DPIs) to gather and curate insights from the gram sabhas and other citizen forums. Federated public spheres such as the Indymedia network successfully demonstrated protocols to run global-scale deliberation on international economic policies,\(^27\) and similar methods could be adopted through authorised networked community forums.

**Participatory and evaluative approach for appropriate design**

Once the purpose has been precisely identified, the DPI design should also be conceptualised

---

\(^g\) Gram sabhas are village-level citizen meetings meant to serve as a participatory forum to discuss local issues and identify solutions that can be actioned by local governance bodies.

\(^h\) The term meta-DPIs is used in the same context as the term ‘meta-social good technology projects’ introduced in A. Seth’s Technology and (Dis)Empowerment, as wider infrastructures needed to uphold governance standards in other infrastructures, for example, the role that media plays in a democracy, or that regulatory institutions play in markets.
through participatory methods with communities so that essential features to ensure accessibility, fault diagnosis, process integration, grievance redressal, transparency, and accountability are all built from the outset. Similar to the concept of privacy by design, principles of accountability by design and power-based equality by design should guide this technology and process design.

The DPI should then be piloted extensively in diverse settings, with a monitoring, learning, and evaluation study commissioned for each pilot. These study reports should be made publicly available and consultation processes should be followed to refine the design based on these pilots. Such efforts to pilot, validate, and then scale will help prevent making grossly incorrect assumptions to do with network coverage, technology literacy of citizens, and affordances that can lead to fraud, among others.

**Federated management**

No matter how appropriate and comprehensive the design, emergent issues of inconsistent adherence to prescribed processes, gaps in performance monitoring, and cases of misuse may still arise at the socio-technical interface when DPIs are deployed. A federated approach to deployment management can ensure that the capacity of local stakeholders is built to responsibly manage the DPIs and handle these issues, while ensuring that principles of accountability and power-based equality are not compromised any time. Local governance institutions starting with village-level governance bodies should be nodal agencies for this purpose, to flag emergent issues that need to be addressed. Citizen-interest groups such as trade unions and other forms of collectives representing the interests of many groups of citizens can also serve as additional nodal agencies.

**Regulatory body**

Governance at different stages of the DPI conceptualisation, design, and ongoing management will require a regulatory body to coordinate processes at multiple levels (local, state, and centre). Precedent already exists in India with the Right to Information (RTI) and Anti-Corruption (Lokayukta) Acts that set up ombudsmen and nodal officers in a multilevel framework to guide the implementation of the Acts both horizontally at the local level and vertically for wider
In a similar way, a DPI regulatory body should be established with representatives drawn from amongst government officials, domain experts, civil society organisations, and citizen representatives, who can oversee DPI operations at the state and center levels.\(^1\)

This body can serve to examine all proposals for new DPIs, their design and evaluation reports, and establish the proposed federated management structure for new and existing DPIs. It will release regular reports about its activities and findings, hold public consultations, and produce literature for further global guidance of DPI production and use.

The body must have executive rights so that its recommendations are enforced.

Since the implementation and use of DPIs will span across multiple government departments, it should be answerable either to a permanent standing committee of the parliament or exist as an independent statutory commission appointed by the President as in the case of RTI.

**Commons-based approach**

We want to add that underlying our proposed approach, and as evidence of its fitment, community-based governance structures of the commons provide an important learning ground. Societal-scale use of DPIs that touch crucial livelihood aspects of citizens’ lives positions DPIs as a commons resource that should be governed by the citizens. Local governance structures such as community forest rights,\(^2\) water governance,\(^3\) and, more recently, calls to govern the Internet and societal-scale web-based platforms

---

\(^1\) The Right to Information (RTI) Act in India is implemented in a multilevel fashion, at the states and the center. State Information Commissions manage the appointment of RTI officers in all state government departments and monitor prompt action on RTI queries. A Central Information Commission similarly integrates into all central government departments. The Central Information Commission (CIC) and all the state commissions are independent bodies, with the CIC operating directly under the President of India. The Lokayukta Acts in various states similarly enable a post of an ombudsman at the state level to whom citizens can report incidences of corruption against any government official or political representative.

\(^2\) A UK think tank, Doteveryone, has proposed a similar framework for responsible technology, by setting up an independent regulatory body composed of civil society representations and other stakeholders, which examines incidences of technology misuse and failure, and makes recommendations to technology companies and governments to build appropriate safeguards.
as a commons\textsuperscript{32} have developed similar principles centered on accountability, observability, autonomy, decentralization, and subsidiarity. Technologies that are governed by such structures, and which support these structures, empower citizens, rather than a top-down approach which uses technology as a means of social control for safety and security. DPIs similarly need a citizen-empowering approach.
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