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We explain in this article why it is difficult to ensure responsible outcomes from technology. We explore several reasons, ranging from gaps in the design methods in use in most organizations, a piecemeal approach to following ethical principles in the design and management of technologies, influence of the organizational culture and structure, and the wider political economy of technology itself. We believe however that most technologists who design and manage these technologies would want to minimize harm that arises from their innovations, and as a possible route we raise a call to them to collectivize so that they can be more closely involved in defining the priorities of their organizations, their countries, and the world.
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For all the wonderful positive examples of technology innovations that have made the world a better place, there also exist a plethora of negative examples of misuse or (unanticipated) harms arising from these systems. This article is centred at technologists – the engineers, designers and managers of computer based information systems – and asks the question: how can technologists ensure that responsible outcomes arise from their hard labour spent in designing and managing computer based systems? The article does not provide a concrete answer, but serves to highlight several reasons that make it challenging or not adequately motivating for technologists to uphold ethical values, and finally raises
a call to action for them to learn to navigate this complex through collective action.

**Building Ethical Guardrails for Technology**

We start with arguing that precautionary methods like ethical reviews preceding a technology launch, or ethics by design approaches, are useful but not sufficient in themselves, thereby placing a lot of onus on the technologists to manage their innovations.

Medical ethics has evolved a rich set of protocols to ensure minimal harm from new innovations. It relies on doing extensive evaluations before any innovation is permitted to be released in the world. Although even such an approach is not failsafe and unanticipated outcomes do occur leading to the recall of medical drugs and devices due to flaws that were overlooked during the reviews, the field of computer science and engineering does not follow such checks at all. Ethics-based review protocols do exist for academic research but companies and governments deploying technology at large scales are not required to undergo reviews to understand the ethical implications of their innovations. Why medical-ethics like review protocols are missing in the computer systems ecosystem? One explanation could be that our existence as biological beings has been known for a long time, and therefore medical ethics evolved to test and rigorously evaluate any artefacts that affect our biology. However, our existence as informational beings is only now being discussed, of how information affects our beliefs, shapes our actions, and not just individually but at a societal scale (Floridi, 2010). Perhaps regulation will eventually catch up with this view and impose proactive review guidelines, although even this may not prevent exceptions altogether.

An alternate approach that has emerged in computer science is to incorporate ethics into the design of computer-based artefacts (ICDPPC, 2018; Duquenoy and Thimbleby, 1999), with principles like privacy or fairness encoded in the design of the technologies itself. We argue that this approach of achieving ethics by design is limited in its potential. We have discussed elsewhere in detail based on our decade long experience of running a technology-based social enterprise, Gram Vaani.
(translates to *voice of the village*)\(^1\), that even beyond careful initial design, concerns can arise at the socio-technological interface when people begin to use and adapt the technologies to their needs (Seth, 2020b). We describe several aspects such as who is included or excluded from access to the technologies, signalling to shape appropriate usage norms of the technologies, evaluating the line between flexibilities to allow and constraints to impose to control the appropriation of technologies, and ensuring social impact. We show that handling these aspects required careful management of the Gram Vaani technologies once they were deployed. This was done by evolving a rich set of processes, such as collecting feedback about the use of the platforms, development of editorial policies, and decisions on the extent to which to allocate financial resources towards meeting the social impact mission of the enterprise. Design changes in the technology were of course subsequently needed to implement these processes effectively, thus making design an evolving process itself, but our point is that the onus to ensure responsible outcomes rested overwhelmingly with the managers, going beyond what the initial technology design alone could ensure. We further suggest that just like the approach to incorporate ethics into the design of innovations it is also required to incorporate ethics into the processes of managing the innovations. Ethics can be that common denominator which can provide the necessary guardrails to evolve both the design and the management processes that can ensure responsible outcomes from technology (Seth, 2020b).

Another reason why ethics by design is not sufficient is the current context in which information systems have deeply permeated our lives already. These systems are being used by millions and billions of people, and are embedded in a complex global web of finance and politics, that it is daunting to even conceive an eventuality in which they will be re-designed or replaced. We may be seeing the classic Collingridge dilemma of failing to control technology until it is too late (Collingridge, 1980). The recourse might be to rather review their internal

---

\(^1\) Gram Vaani operates voice-based participatory media platforms in rural areas of India. These platforms enable even less-literate populations to share information with one another, ask questions, and raise demands to the government for their rights and entitlements.
management processes and ground these processes in ethical frameworks, to minimize future misuse to the best extent possible.

**Spotting Problems Through Comprehensive Ethical Examination**

Given the limitations of proactive reviews or ethics by design approaches to ensure responsible outcomes from technology systems, the key question we ask is what prevents technologists from exercising more discretion in their work to ensure careful management and design of the technologies that they are involved with?

An important gap we feel with technologists being able to self-regulate themselves is often an ambiguity in prioritizing goals that the innovations should achieve through their deployment. An example is information feeds in content recommendation systems, where there is an inherent ambiguity of whether to optimize the feeds for profit-making metrics such as time spent by the users on the platform (Tufekci, 2016), or normative user experience metrics such as diversity in content recommendations (Muskaan et al., 2019). Metrics such as time spent are known to lead to filter bubbles and prioritization of information that is sensational, which can lead to good business but causes social harm, whereas metrics such as diversity may lead to less user engagement but would demonstrate a commitment towards pluralism and its potential in shaping social norms. With an ambiguity about the prioritization or compromise between different goals, it is easy even for well-meaning technologists to get lost. Ambiguity in fact becomes a tool to obfuscate objectives that can otherwise be challenged easily, such as a single-point agenda to make money. This can leave technologists confused about what should they be questioning in the first place: The objectives themselves, or a lack of clearly articulated objectives, or problems in the methods to meet the objectives?

We want to add that not all technologists can be expected to empathize with avoiding harms arising from their innovations. Some may indeed face no ambiguity in being driven by money-making objectives, or some may be more focused on computational concerns such as system performance and efficiency. We touch upon these concerns subsequently in the article, and focus here on issues that dampen the motivation of even well-meaning technologists to avoid harm.

To address the issues of ambiguity, shown in Figure 1 is a three-layered framework where we suggest that a common ethical system needs to provide underlying
guidelines in defining the objectives, design, and management processes, of any technological system (Seth, 2020b; Seth, 2019). The ethical system can provide clarity in framing what might be good objectives to pursue, and consequently in guiding the design of the system to meet the objectives, followed by processes to manage different aspects of the socio-technological interface during the deployment of the system. The ethics of the design itself, at the middle layer, can be considered on at least three fronts. First, the user interface may have persuasive elements that can nudge users towards certain actions (Schneider et al., 2018), raising questions about informed choice and appropriate design (Berdichevsky et al., 1999). Second, the data and algorithms would raise questions about privacy, biases in the data, the definitions incorporated for algorithmic fairness, etc. (O’Neil, 2016; Chouldechova et al., 2018). Third, the system design would present choices such as whether to build systems that have centralized decision making elements vs. a decentralized design, assisted access vs. private access, aimed at collective interactions vs. individualized interactions, and other such design choices that can shape power relationships between the direct and indirect users of the technological system, and with the technology itself (Seth, 2019; Winner, 1980).

We suggest that in any information system, each of these three elements of the design, along with the objectives of the information system, and the management processes, should be guided by a common underlying ethical system that is followed by the designers and managers of the information system. Examining innovations through an ethical lens can therefore provide a systematic approach to technologists to overcome ambiguities of where to place their attention. The objectives, design, and management processes can all be questioned based on a clearly articulated common ethical system, and deviations from it can then be identified and addressed. We applied such a consistency check on platforms like Aadhaar (biometric based unique identity system in India) and Facebook to evaluate whether or not their stated objectives, and externally visible design and management processes, were in agreement with a common set of ethical values. We found inconsistencies in the observed ethical values across different layers, in both these platforms. In the design of Aadhaar, biometrics were chosen as an authentication factor for reasons of inclusion, since alternates like passwords or mobile phone based OTPs (One Time Passwords) could impede less-literate and low-income people from using the service. However, adequate management processes were not developed to handle authentication errors due to false
negatives, because of which many poor people were denied access to welfare benefits (Khera, 2019). Facebook has similarly championed itself as a platform for user empowerment, but it prefers to control misuse through non-transparent and algorithmically driven centralized management processes, rather than empower and trust users to take ownership of their own communities to establish editorial norms of non-offending usage (Freuler, 2018). This lack of ethical consistency is a likely reason behind much confusion that prevails in the public sphere about these platforms (Seth, 2019).

**Finding Appropriate Solutions**

Once technologists do manage to spot the problems accurately, what solutions should they attempt to push? The next fault-line we feel arises from the dominant belief of most technologists, possibly stemming from the nature of their education, in the positivist paradigm of science and technology in which most of them have been trained to operate. Technologists tend to expect, much like a computer system, that specific inputs will lead to specific outputs, and seem to have developed an unfortunate deluded sense of their own prowess to control outcomes. Dahlbom and Mathiassen discuss this in their analysis of a romantic vs. mechanistic view of information systems, and argue that the outcomes of technological systems cannot be mechanistically determined (Dahlbom and Mathiassen, 1993). Rather the outcomes are shaped by the context in which the technological systems are deployed. The culture, power relationships between the users, and the agenda of users behind using the technology, all influence the eventual outcomes, and are in turn shaped by the technology as well.

It is probably this mechanistic view of technology among many technologists that they often come up with purely technological solutions to solve problems that might be stemming from deeper societal issues, or they feel confident in designing systems that are flawless to begin with, or they ignore the inherent diversity of people and communities with a belief that they can model all this complexity in a machine. Facebook’s audacious attempt at capturing the complexity of society in legible algorithmically driven community standards, or Uber’s attempts at formalizing relationships between drivers and users and cities, or the arrogance of Aadhaar’s designers in undermining the need for protocols to pay attention to cases of technology failure, are examples of a dominant mechanistic rather than romantic view in approaching problems. Technologists need humility to not get carried away
with their own technological prowess – there are limits to what technology alone can solve.

A more comprehensive education curriculum can possibly address this problem that seems to have emerged from biases in how most technologists have been trained in the physical sciences and engineering disciplines (Dahlbom and Mathiassen, 1997). The outcry to have courses on ethics for computer sciences is quite a welcome development (Fiesler et al., 2020), although it needs to be supplemented with readings on technology and society, as we point out later (Seth, 2020a). Such educational initiatives will also serve to widen the perspectives of technologists to be mindful of the implications of their innovations, rather than just constrain their attention to optimizing for performance and efficiency metrics.

Rich methods of participatory design already do exist to assist technologists in embracing a more romantic view of technology (Sanders, 2008). Methods of ethnographically informed user centred design, co-design, etc. attempt to understand the context in which the technology is deployed, and to understand the effects of the technology. Unfortunately however, in many cases these methods are applied only to help designers and managers understand their users as consumers of applications. It is rare to come across cases where emergent undesirable outcomes are noticed and addressed unless there are business advantages emerging from it. VSD (Value Sensitive Design) (Friedman et al., 2013) takes a different approach and aims to embed constraints in the technology itself to galvanize it against any potential misuse. Most examples however in which the VSD strategy has been used, are static contexts that are unlikely to scale to the diversity of environments in which the technology is deployed (Seth, 2020b). This requires careful ongoing management of the socio-technological interface through user feedback and consultation. Such examples are however rare where users can participate in the governance of the systems themselves, to control and shape the use of the systems for outcomes desired by the users.

The original Scandinavian tradition of participatory design was centred on such an ideal approach, to jointly determine with the users what objectives to achieve through the technology, and accordingly design it (Spinuzzi, 2005). Mumford’s ETHICS (Effective Technical and Human Implementation of Computer Based System) framework also operationalized a similar approach (Mumford and Weir, 1979). Action research has even more ambitious goals to continually shape
interventions through participation of the community, requiring a long-term engagement with the community for slow and careful evolution through experimentation and consultation (Hayes, 2011). Other industry centric frameworks suggest using a risk-assessment approach to design technology (SoDIS – Software Development Impact Statements), or to evaluate the design against human rights frameworks (DIODE – Definitions, Issues, Options, Decisions, and Explanations), or build the capacity for reflexivity to effectively manage the technology (RRI – Responsible Research and Innovation) (Rogerson, 2017). However, why are such frameworks not in more active use? What prevents technologists from finding solutions in collaboration with their users, from giving more agency to users in governing the technologies, and from recalibrating their own sense of technology determinism?

**Motivations Challenged by Organizational and Political Situatedness**

The answer to these questions above lies in two formidable gaps that impede the ability of technologists to find appropriate solutions, adopt participatory design methods, or advocate for the adoption of these solutions by their organizations. The first challenge is intra-organizational, emerging from the organizational structure and culture of the companies or government departments where technologists might be working. Most large organizations are structured along functionally segregated roles that can prevent a free flow of information across all units (Suchman, 2002). Engineers, for instance, may not hear all that the ethnographic study teams have to say about problems that some users segments may be facing, and these problems may go unaddressed. Further, different teams and individuals may be operating under different ethical systems, and insufficient socialization among them can lead to inconsistencies in how they choose to respond to various observations. Teams that interact with users in person may be more empathetic in their response to user problems, whereas teams that are removed from direct user interactions may choose to prioritize other issues, or respond differently. For example, cases of defrauding less technically skilled users through fraudulent mobile money transactions (Edmund, 2015) may bring different responses depending upon different underlying ethical systems within which the team members may be operating. Some may want to run training workshops for the users, while others may want to improve the technology and find technical solutions to spotting fraud, while yet others may choose to do nothing and encourage the users to learn on their own, and some may even want to create user
associations that can democratically discuss and decide on the best route that the company should choose.

Even if a common ethical approach can be defined as suggested in Figure 1, it is not straightforward to have this incorporated in day-to-day actions of the different teams. This is clear in the case of data privacy, where even a unanimous embrace of strong privacy norms by companies has essentially not moved beyond serving a compliance function, and privacy rights continue to be exercised through the inadequate notice and choice mechanism (Waldman, 2018). The power of the privacy department within companies, their integration with different teams, resources available for education and sensitization of large teams to concerns about privacy, are some reasons why the adoption of a common set of underlying ethical principles remains broken within organizations. Clearly, unless aspects such as the organizational structure, having a common understanding of the organizational mandate, and cultures of interaction between diverse teams, are not reconfigured it will remain difficult for technologists to identify and apply appropriate solutions.

The second challenge emerges from the broader political economy of technology itself (Seth, 2019). Figure 2 shows the wider business and political landscape within which technologists are embedded. The nature of technology used in the information systems of today requires large amounts of capital, which in turn requires financial investment, and puts the company owners on a path to achieve rapid scale-up to meet investor expectations, as opposed to growing slowly with careful iterations applied on the design and management processes to ensure responsible outcomes. Companies of today are unlikely to have any appetite for iterative and consultative methods like participatory design or action research. Even governments have been impatient to rollout new technologies at nationwide scales without adequate testing. A startling example is from India with Aadhaar enabled direct cash transfers (conditional and unconditional) to bank accounts of low-income people: A pilot revealed several challenges because of which the poor preferred getting cash in their hands instead of in their bank accounts, but even before any evaluations of the pilot could commence, the Aadhaar platform was mandated nationwide for cash transfers in all public welfare schemes (Mohan, 2018).

Next, social objectives and business objectives tend to be different from each other, and companies therefore naturally gravitate towards meeting profit goals often at
the expense of ignoring social issues that may emerge as a collateral outcome. The algorithmic objectives coded in the Facebook news feed, as mentioned earlier, is an example where business and social objectives are in conflict with one another. Governments in theory do exclusively want to meet social objectives, and that too in a democratic manner, but tight interlocks also exist between governments and companies, and capital has often succeeded in shifting the state’s priorities away from social objectives (Sen et al., 2018; Stiglitz, 2012). For example, governments like to use technology as a means of imposing greater control and coordination of the population with a high modernity assumption of bringing social good, even though such initiatives have often disempowered the people and reinforced inequities (Scott, 1998), and capital in its constant search for new customers ingeniously provides such technological innovations to the governments (Sen et al., 2019). The governments too are no less opportunistic, and governments like in India have effectively used information systems to mould public opinion not only for their own populist agenda but to also endorse a vision of bringing social change through technology while obfuscating the scenarios when it leads to harm.

The situation seems disappointing. Technologists may get better at spotting problems arising from their innovations, they may improve their own capabilities to come up with effective solutions to handle these problems, and increasingly adopt responsible innovation frameworks, but can they acquire sufficient agency to reconfigure their organizations to pay attention to these problems, and how can they deal with an entire global system of finance and politics that seems to be too powerful to render all such efforts meaningless?

**A Call to Technologists**

What started as an inquiry into understanding how technologists could ensure more responsible outcomes from their innovations, has ended with political questions about well-meaning technologists not just acquiring agency within their organizations to reconfigure internal priorities and methods, but to also find ways to influence the global systems of technology and capital, education curricula, and draw more and more of their colleagues towards this goal. Daunting as it may seem, technologists should undertake this ambitious project for four reasons. First, other avenues to ensure responsible outcomes may not be feasible in themselves. We have discussed earlier about the limitations of regulations that impose review boards, ethics by design approaches, and internal compliance procedures. Given
the growing monopoly power of a few big-tech companies, and limited consumer awareness largely due to the fast pace of technology development, consumers too may find it difficult to demand ethical practices from organizations whose products and services they consume. This only leaves the technologists to be more responsible in their work, and to demand that ethical practices are followed in the organizations where they contribute their labour. Second, information systems if designed and managed ethically indeed have the potential to alter power relationships in society to empower the weak (Seth, 2019; Hirschheim and Klein, 1999; Winner, 1980). Who better than the technologists to design and scale more such systems, as long as they can be conscious of their limitations and take steps to overcome them. Third, the socialized nature of their profession and the socialization platforms that they have built, provide them with both the skills and the tools to collectivize and coordinate globally across organizational and national barriers. This was even predicted by Marx as an outcome of capitalism’s tendency to centralize the means of production, which requires building a more educated and skilled workforce that is capable of coordination and discipline, and can challenge capitalism (Adler, 1990). Finally, with more use of information systems for authoritarianism, both by governments (Khera, 2019) and by companies (Zuboff, 2018), technologists stand to lose considerably. The science and engineering professions are founded upon the free movement of information for communication (Wiener, 1950) but authoritarian use of technology can restrict and corrupt information flows, reducing both the ability of technologists to innovate as well as the effectiveness of their innovations.

Although there may not be any obvious solutions, many breadcrumbs are scattered from recent history for technologists to try and find a path. A few examples are as follows. To have workers gain power within organizations, there is already precedence for mechanisms such as co-determination where employees have board representation in companies to influence decisions (Fox, 2018). To think about what kind of technology architectures to favour, Schumacher advocated many decades ago to design small technology which is appropriate to the local context and can be understood and controlled by the people, as opposed to large industrial systems that might favour economies of scale (Schumacher, 1973). Ostrom showed that people can indeed cooperatively evolve methods to manage the commons (Ostrom, 1990), and open-source systems have demonstrated that rapid innovation can emerge through shared knowledge and resources – neither private ownership of the new assets, nor capitalization of the assets is a necessity for innovation. Harvey
in fact argues that capitalism needs continuous technology innovation to survive and not the other way around, and hence capitalism cleverly makes the media and state complicit in manufacturing the need for innovation (Harvey, 2003). In short, none of the social structures are a given, and technologists should discover new structures to carve out a path as moral exemplars (Huff and Rogerson, 2005).

We do believe that technologists are capable of establishing a moral compass for themselves and the world, albeit with some strategic effort. Since technologists operate within organizations, collective action approaches may offer some guidance, especially given limited evidence of the state or capital being able to provide such a compass. The recent events of white-collar collectivization at companies like Google, Amazon, and Microsoft (Campbell, 2018) should be celebrated, as a bottom-up effort by technologists to force their companies to operate more responsibly. Although white-collar collectivization was also attempted as part of the Lucas Plan in 1976, to find humanitarian uses of aerospace technology, the proposal was eventually not accepted by the company’s management (Cooley and O’Grady, 2016). Perhaps therefore technologists first need to work towards corporate governance structures that legitimize such collectivism. Although the goal with such collectivization is different from the traditional blue-collar collectivization for better wages, working conditions, regular employment etc., important lessons can be drawn from years of blue-collar unionism so as to not repeat the same mistakes. Technologists need to avoid contractualization and commodification of their labour which only atomizes them, reduce job-hopping so that they can change their organizations from within, and find their political bearings on inequality, redistribution, state-market relations, and other axes that sometimes polarize them (Arndt, 2018). It will also be important for technologists to adopt a common manifesto such as one that advocates to promote technology use which empowers the weak and does not place more power in the hands of those who are already powerful (Seth, 2019). Finally, to do this well, technologists will need to find ways to understand and work more closely with users of the platforms they design and operate, especially users who are different from them. This may include blue-collar workers who depend on technological platforms for their livelihood and are affected by the algorithms and processes encoded in the working of the platforms. It may include low-income populations in far flung rural areas who might be first-time users of information technology and face some unique challenges with this technology. It may also include users at the
intersection of different marginalities who would be occupying little-known contexts of technology use unfamiliar to the technologists.

If done well, collective efforts by technologists could ensure that technology becomes a unanimous force for good, that it is used to solve some of the big problems we see around us of inequality, exploitation, intolerance, propaganda, and the environment, among others, and does not become a tool to exacerbate these problems further. In today’s political, socio-economic, and environmental context, technologists can no longer remain naïve in their understanding of the world and forsake their responsibility to govern how their innovations get used. Technologists need to learn to navigate the various complex variables mentioned above so that they can influence their organizations and governments to invest in meaningful objectives for a just and equitable world, and design and manage the solutions in ethically consistent ways. A clarity of purpose, humility to continuously course correct to steer their innovations, and gaining political power through collective means to exercise their judgement, can help technologists achieve this. Technologists should aim to architect a new system, and not remain like a bee that rather strengthens the existing system and prevents a departure from the status quo (Cooley and O’Grady, 2016).

References


Campbell, A. F. (2018). Workers at Google, Amazon, and Microsoft are Demanding Input on the Impact of the Technology They Build. Vox, available at:


Friedman, B., Kahn, P.H., and Borning, A. (2013). *Value Sensitive Design and Information Systems.* In Zhang, P & Gatella, D (Eds.), Human Computer...


ICDPPC. (2018). *Declaration on Ethics and Data Protection in Artificial Intelligence*. International Conference of Data Protection and Privacy Commissioners, October 2018, Brussels. Available at:


on Intelligent Information Feeds, August 2019, Anchorage, USA. Available at: https://arxiv.org/abs/1907.07253.


Figures

Figure 1. Ethical underpinnings to information systems.

Figure 2. Political economy in which technology exists.