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Approximation Algorithms

k-median/means

k-means++ seeding algorithm

- Pick the first centre ¢; uniformly at random from S
-Fori=2to k

- Pick a point x € S to be the centre ¢; with probability
min;c1. -1y Ix—=gl?
> oves Minjeqr ic1y [Ix—gl?

- Output T ={ac1, ..., ck}

y

Theorem (Arthur and Vassilvitskii 2007)

Let ¢ = ®(S, T) be the random variable denoting the cost of the
solution produced by k-means++ and let popT denote the cost of the
optimal solution. Then E[¢p] < 8- (Ink + 2) - popT.

y

@ For any set T C S of centers and any point x € S, let
D(x, T) = minget ||x — t]|. We will just use D(x) when T is
clear from the context.

o Let Copr denote the optimal clustering.

Ragesh Jaiswal, CSE, IIT Delhi COL870: Clustering Algorithms



Approximation Algorithms
k-median/means

Theorem (Arthur and Vassilvitskii 2007)

Let ¢ = ®(S, T) be the random variable denoting the cost of the
solution produced by k-means++ and let ¢opT denote the cost of the
optimal solution. Then E[¢] <8 (Ink +2) - ¢opT.

@ For any set T C S of centers and any point x € S, let
D(x, T) = mingeT ||x — t||. We will just use D(x) when T is
clear from the context.

o Let Copr denote the optimal k-means clustering of S.

o Claim 1: Let A be an arbitrary cluster in Copt. Let ¢ be a
randomly chosen point from A. Then
E[®(A,{c})] =2 ®(A, centroid(A)).
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Theorem (Arthur and Vassilvitskii 2007)

Let ¢ = ®(S, T) be the random variable denoting the cost of the
solution produced by k-means++ and let popt denote the cost of the
optimal solution. Then E[¢] < 8- (Ink +2) - ¢opT.

o For any set T C S of centers and any point x € S, let
D(x, T) = minget ||x — t|]. We will just use D(x) when T is
clear from the context.

o Let Copr denote the optimal k-means clustering of S.

@ Claim 1: Let A be an arbitrary cluster in Copt. Let ¢ be a
randomly chosen point from A. Then
E[®(A,{c})] = 2 P(A, centroid(A)).

@ Claim 2: Let A be an arbitrary cluster in Copt and let T be an
arbitrary set of centers. Let t denote a point chosen from A using
D? sampling. That is, for any a € A, Pr[t = a] = %.

Then E[®(A, T U {t})] < 8- ®(A, centroid(A)).
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Theorem (Arthur and Vassilvitskii 2007)

Let ¢ = ®(S, T) be the random variable denoting the cost of the solution produced by k-means++ and let ¢ opT
denote the cost of the optimal solution. Then E[¢] < 8- (Ink + 2) - popT.

@ Foranyset T C S of centers and any point x € S, let D(x, T) = min;ec 1 ||x — t||. We will just use D(x)
when T is clear from the context.

@ Let Copr denote the optimal k-means clustering of S.

@ Claim 1: Let A be an arbitrary cluster in Copr. Let c be a randomly chosen point from A. Then
E[®(A, {c})] = 2 - D(A, centroid(A)).

@ Claim 2: Let A be an arbitrary cluster in Copr and let T be an arbitrary set of centers. Let t denote a point

D(a,T)

——=+—=. Th
Txea DTy N

chosen from A using D? sampling. That is, for any a € A, Pr[t = a] =
E[®(A, T U {t})] < 8 - &(A, centroid(A)).

o For any set of centers T C S, a cluster A € Copr is said to be
“uncovered” if AN T = (. A cluster that is not uncovered is
called covered.

e For any subset X = {S;,, S;,, ..., Si;} of optimal clusters ®op7(X)
denotes the cost of these clusters in the optimal clustering. That

is ®opr(X) =3 e P(Si;, centroid(S;))).

Ragesh Jaiswal, CSE, IIT Delhi COL870: Clustering Algorithms



Approximation Algorithms

k-median/means

Theorem (Arthur and Vassilvitskii 2007)

Let ¢ = ®(S, T) be the random variable denoting the cost of the solution produced by k-means++ and let ¢ opT
denote the cost of the optimal solution. Then E[¢] < 8 - (Ink +2) - ¢opT-

@ Forany set T C S of centers and any point x € S, let D(x, T) = min;c 7 ||x — t||. We will just use D(x)
when T is clear from the context.
Let Copr denote the optimal k-means clustering of S

@ Claim 1: Let A be an arbitrary cluster in Copr. Let c be a randomly chosen point from A. Then
E[®(A, {c})] = 2 - ®(A, centroid(A))

@ Claim 2: Let A be an arbitrary cluster in Copy and let T be an arbitrary set of centers. Let t denote a point

D(a,7)

Sheadtemy Then

chosen from A using D? sampling. That is, for any a € A, Pr[t = a] =
E[®(A, T U {t})] < 8 - B(A, centroid(A))

@ For any set of centers T C S, a cluster A € Copr is said to be
“uncovered” if AN T = (. A cluster that is not uncovered is called
covered.

o For any subset X ={S;, S;,, ..., S;;} of optimal clusters ®opr(X)
denotes the cost of these clusters in the optimal clustering. That is
PopT(X) = 2 ;e P(Si, centroid(S;)).

o Claim 3: Let T be any arbitrary set of centers. Let u be the
number of clusters in Copr that are uncovered (w.r.t. T). Let S,
denote the set of points in these uncovered clusters and
Sc =5\ 'S,. Suppose we now add t < u centers to T chosen
with D? sampling. Let ¢ denote the cost w.r.t. T and ¢/ denote
the cost w.r.t. T plus the newly added centers. Then
E[¢/] < (6(S.) + 8- 6opT(Su)) - (1+ He) + L=t - ¢(S,). Here H;
denotes the Harmonic sum Hy =1+1/24+1/3+ ...+ 1/t.
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