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Message Authentication



Message Integrity/Authenticity

 Cryptographic goals:

 𝑀 was sent by Alice and no one else.

 𝑀 was not modified during transit.

𝑲 𝑲
Key exchange protocol

𝑀,𝜎

Accept/Reject



Message Integrity/Authenticity

 A message authentication 𝑀𝐴 = (𝑇, 𝑉) is defined by two 

algorithms 𝑇 and 𝑉:

 𝑇𝐾(. ) is known as the tag generation algorithm. For any 

message 𝑀, the tag of the message is given by 𝑇𝐾(𝑀).

 𝑉𝐾(. , . ) is known as the verification algorithm that outputs 1 

indicating success and 0 indicating failure. So, 𝑉𝐾 𝑀,𝜎 =
0/1.

 Any message authentication scheme 𝑀𝐴 = (𝑇, 𝑉) should 

satisfy the following consistency requirement:

∀𝑀,𝐾, 𝑉𝐾 𝑀,𝑇𝐾 𝑀 = 1



Message Integrity/Authenticity

 A message authentication 𝑀𝐴 = (𝑇, 𝑉) is defined by two algorithms 𝑇
and 𝑉:
 𝑇𝐾(. ) is known as the tag generation algorithm. For any message 𝑀, the tag

of the message is given by 𝑇𝐾(𝑀).
 𝑉𝐾(. , . ) is known as the verification algorithm that outputs 1 indicating 

success and 0 indicating failure. So, 𝑉𝐾 𝑀,𝜎 = 0/1.

𝑀,𝜎 = 𝑇𝐾(𝑀)

Accept/Reject

If 𝑉𝐾 𝑀,𝜎 = 1
accept else reject



Message Authentication Code (MAC)

 One way of designing Message Authentication schemes is to 

use a function family 𝐹: 0,1 𝑘 × 𝐷 → 0,1 𝑛 in the 

following manner:

 𝑇𝐾 𝑀 = 𝐹𝐾(𝑀)

 𝑉𝐾 𝑀,𝜎 = 1 𝑖𝑓𝑓 𝜎 = 𝑇𝐾(𝑀).

 This means that tag generation is deterministic and stateless 

and verification is by tag re-recomputation.

 Such Message Authentication Schemes are called Message 

Authentication Code or MAC in short.

 Most authentication schemes are MACs.



Message Integrity/Authenticity

 Let us try to use a block cipher 𝐸: 0,1 𝑘 × 0,1 𝑛 →
0,1 𝑛 (our familiar building block) to construct a message 

authentication scheme.

 For a message 𝑀 = 𝑀1|| … ||𝑀𝑚 spanning 𝑚 blocks, 

𝑇𝐾 𝑀 = 𝐸𝐾 𝑀1 ⊕𝐸𝐾 𝑀2 ⊕⋯⊕𝐸𝐾(𝑀𝑚)

 𝑉𝐾 𝑀,𝜎 :

 If (𝑇𝐾 𝑀 = 𝜎), then output 1 else output 0.

 Does this message authentication scheme look secure?



Security



Security
 What could be the attack scenarios:

1. The adversary gets access to some message-tag pairs 
𝑀1, 𝜎1 , … , (𝑀𝑙 , 𝜎𝑙) and is able to compute the secret key 
𝐾. (Key recovery under known message attack)

2. The adversary gets access to some message-tag pairs 
𝑀1, 𝜎1 , … , (𝑀𝑙 , 𝜎𝑙) and is able to compute the correct tag 

for a new message. (Message forgeability under known message 
attack)

3. The adversary gets access to message-tag pairs for messages of 
its choice 𝑀1, 𝜎1 , … , (𝑀𝑙 , 𝜎𝑙) and is able to compute the 
secret key 𝐾. (Key recovery under chosen message attack)

4. The adversary gets access to message-tag pairs for messages of 
its choice 𝑀1, 𝜎1 , … , (𝑀𝑙 , 𝜎𝑙) and is able to compute the 
correct tag for a new message. (Message forgeability under chosen 
message attack)



Security
 Known Message Attack (KMA) in real life:

 A sniffing adversary observes message-tag pairs being exchanges 
between two parties sharing a secret key.

 Chosen Message Attack (CMA) in real life.

 Authenticated message forwarding.

 Trojan horse ATM.

I am 𝐴 𝐴 wants a transaction

Pick 𝑀 ← 0,1 𝑛
𝑀

𝜎 = 𝑇𝐾(𝑀) 𝜎

If 𝑉𝐾(𝑀, 𝜎), allow transaction



Security
 Known Message Attack (KMA) in real life:

 A sniffing adversary observes message-tag pairs being exchanges 
between two parties sharing a secret key.

 Chosen Message Attack (CMA) in real life.

 Authenticated message forwarding.

 Trojan horse ATM.

I am 𝐴

𝑀

𝜎 = 𝑇𝐾(𝑀)



Security
 For any attack model (KMA or CMA), is the message 

forgeability notion of security stronger than key recovery 

notion of security?

 Yes since if you can figure out the secret key, then you can forge 

a new message.

 CMA is a stronger attack model than KMA.

 So, the strong notion of security that we use for message 

authentication schemes is the Unforgeability under Chosen 

Message Attack (UF-CMA) notion.

 How do we formally define this security notion?

 Define a security game/experiment.



Security
 For any attack model (KMA or CMA), is the message forgeability 

notion of security stronger than key recovery notion of security?

 Yes since if you can figure out the secret key, then you can forge a 

new message.

 CMA is a stronger attack model than KMA.

 So, the strong notion of security that we use for message 

authentication schemes is the Unforgeability under Chosen Message 

Attack (UF-CMA) notion.

 How do we formally define this security notion?

 Define a security game/experiment.

 The challenger chooses a secret key and then allows the adversary to 

obtain tags of messages of its choice.The adversary may send message-

tag pair for verification and it succeeds if it is able to produce a 

correct tag for a fresh message. 



Security
 𝑈𝐹𝐶𝑀𝐴𝐴,𝑀𝐴

 Randomly pick the secret key 𝐾 ← 0, 1 𝑘.

 Let 𝑆 ← {}
 When adversary makes a tag-generation query 𝑀𝑖, do the 

following:
 Let 𝜎𝑖 ← 𝑇𝐾(𝑀𝑖).

 𝑆 = 𝑆 ∪ 𝑀𝑖.

 Return 𝜎𝑖 to the adversary.

 When adversary makes a tag-verification query (𝑀𝑗 , 𝜎𝑗), do the 
following:

 If 𝑀𝑗 ∉ 𝑆 ∧ (𝑉𝐾 𝑀𝑗 , 𝜎𝑗 = 1), output 1.

 Else if (𝑉𝐾 𝑀𝑗 , 𝜎𝑗 = 1), return 1 to adversary

 Else return 0 to adversary

 Output 0



Security
 𝑈𝐹𝐶𝑀𝐴𝐴,𝑀𝐴

 Randomly pick the secret key 𝐾 ← 0, 1 𝑘.
 Let 𝑆 ← {}
 When adversary makes a tag-generation query 𝑀𝑖, do the following:

 Let 𝜎𝑖 ← 𝑇𝐾(𝑀𝑖).
 𝑆 = 𝑆 ∪𝑀𝑖.

 Return 𝜎𝑖 to the adversary.

 When adversary makes a tag-verification query (𝑀𝑗 , 𝜎𝑗), do the following:

 If 𝑀𝑗 ∉ 𝑆 ∧ (𝑉𝐾 𝑀𝑗 , 𝜎𝑗 = 1), output 1.

 Else if (𝑉𝐾 𝑀𝑗 , 𝜎𝑗 = 1), return 1 to adversary

 Else return 0 to adversary

 Output 0

 𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴,𝑀𝐴 = Pr[𝑈𝐹𝐶𝑀𝐴𝐴,𝑀𝐴 = 1]



Security

 Let us try to use a block cipher 𝐸: 0,1 𝑘 × 0,1 𝑛 →
0,1 𝑛 (our familiar building block) to construct a message 

authentication scheme.

 For a message 𝑀 = 𝑀1|| … ||𝑀𝑚 spanning 𝑚 blocks, 

𝑇𝐾 𝑀 = 𝐸𝐾 𝑀1 ⊕𝐸𝐾 𝑀2 ⊕⋯⊕𝐸𝐾(𝑀𝑚)

 𝑉𝐾 𝑀,𝜎 :

 If (𝑇𝐾 𝑀 = 𝜎), then output 1 else output 0.

 Is the above MAC UF-CMA secure?



Security

 Let us try to use a block cipher 𝐸: 0,1 𝑘 × 0,1 𝑛 →
0,1 𝑛 (our familiar building block) to construct a message 

authentication scheme.

 For a message 𝑀 = 𝑀1|| … ||𝑀𝑚 spanning 𝑚 blocks, 

𝑇𝐾 𝑀 = 𝐸𝐾 𝑀1 ⊕𝐸𝐾 𝑀2 ⊕⋯⊕𝐸𝐾(𝑀𝑚)

 𝑉𝐾 𝑀,𝜎 :

 If (𝑇𝐾 𝑀 = 𝜎), then output 1 else output 0.

 Is the above MAC UF-CMA secure?

 Adversary 𝐴:

 Make a tag generation quer for 0𝑛||1𝑛 and get back 𝜎.

 Make a verification query (1𝑛||0𝑛, 𝜎).

 Another Adversary 𝐴’
 Make a verification query (0𝑛||0𝑛, 0𝑛).

 What is 𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴,𝑀𝐴 and 𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴, ′ 𝑀𝐴 ?



Security

 Let us try to use a block cipher 𝐸: 0,1 𝑘 × 0,1 𝑛 → 0,1 𝑛

(our familiar building block) to construct a message authentication 

scheme.

 For a message 𝑀 = 𝑀1|| … ||𝑀𝑚 spanning 𝑚 blocks, 

𝑇𝐾 𝑀 = 𝐸𝐾 𝑀1 ⊕𝐸𝐾 𝑀2 ⊕⋯⊕𝐸𝐾(𝑀𝑚)

 𝑉𝐾 𝑀,𝜎 :

 If (𝑇𝐾 𝑀 = 𝜎), then output 1 else output 0.

 Is the above Message Authentication Scheme UF-CMA secure?

 Adversary A:

 Make a tag generation quer for 0𝑛||1𝑛 and get back 𝜎.

 Make a verification query (1𝑛||0𝑛, 𝜎).

 Another Adversary 𝐴’

 Make a verification query (0𝑛||0𝑛, 0𝑛).

 What is 𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴,𝑀𝐴 and 𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴, ′ 𝑀𝐴 ?

 1.



Replay Attack



Replay Attack
 Suppose we have a UF-CMA secure MAC and we use it to 

authenticate bank transactions.

 Consider the following scenario: 

𝑀 = “Transfer Bob $100”, 𝜎 = 𝑇𝐾(𝑀)

𝐾 𝐾



Replay Attack
 Suppose we have a UF-CMA secure MAC and we use it to 

authenticate bank transactions.

 Consider the following scenario: 

𝑀 = “Transfer Bob $100”, 𝜎 = 𝑇𝐾(𝑀)

𝐾 𝐾



Replay Attack
 Suppose we have a UF-CMA secure MAC and we use it to 

authenticate bank transactions.

 Consider the following scenario: 

𝑀 = “Transfer Bob $100”, 𝜎 = 𝑇𝐾(𝑀)

𝐾 𝐾

(𝑀, 𝜎)

(𝑀, 𝜎)

(𝑀, 𝜎)



Replay Attack
 Suppose we have a UF-CMA secure MAC and we use it to 

authenticate bank transactions.

 How do we prevent such replay attacks?

𝑀 = “Transfer Bob $100”, 𝜎 = 𝑇𝐾(𝑀)

𝐾 𝐾

(𝑀, 𝜎)

(𝑀, 𝜎)

(𝑀, 𝜎)



Replay Attack
 Suppose we have a UF-CMA secure MAC and we use it to 

authenticate bank transactions.

 How do we prevent such replay attacks?

 Timestamps: Alice sends (𝑀||𝑡𝑖𝑚𝑒, 𝐸𝐾(𝑀||𝑡𝑖𝑚𝑒)). 𝑉𝐾(. , . ) also 
checks the time difference in addition to the tag.

 Using counters: Alice sends (𝑀||𝑐𝑡𝑟, 𝐸𝐾(𝑀||𝑐𝑡𝑟)). The sender and 
receiver need to maintain a common counter. 

𝑀 = “Transfer Bob $100”, 𝜎 = 𝑇𝐾(𝑀)

𝐾 𝐾

(𝑀, 𝜎)

(𝑀, 𝜎)

(𝑀, 𝜎)



PRFs make secure MACs



PRF as MAC
 Suppose we have a secure PRF 𝐹: 0,1 𝑘 × 0,1 𝑛 →

0,1 𝑛 and suppose we only need to authenticate messages 

of size 𝑛, then consider the following MAC:

 𝑇𝐾 𝑀 = 𝐹𝐾(𝑀)

 𝑉𝐾 𝑀,𝜎 = 1 𝑖𝑓𝑓 𝜎 = 𝐹𝐾(𝑀).

 Is the above MAC secure in the UF-CMA sense?



PRF as MAC
 Suppose we have a secure PRF 𝐹: 0,1 𝑘 × 0,1 𝑛 →

0,1 𝑛 and suppose we only need to authenticate messages 

of size 𝑛, then consider the following MAC:

 𝑇𝐾 𝑀 = 𝐹𝐾(𝑀)

 𝑉𝐾 𝑀,𝜎 = 1 𝑖𝑓𝑓 𝜎 = 𝐹𝐾(𝑀).

 Is the above MAC secure in the UF-CMA sense?

 Yes.

 Intuition: Random function make good MAC and 𝐹 is close to a 

random function.



PRF as MAC
 Suppose we have a secure PRF 𝐹: 0,1 𝑘 × 0,1 𝑛 →

0,1 𝑛 and suppose we only need to authenticate messages 

of size 𝑛, then consider the MAC associated with 𝐹:

 𝑇𝐾 𝑀 = 𝐹𝐾(𝑀)

 𝑉𝐾 𝑀,𝜎 = 1 𝑖𝑓𝑓 𝜎 = 𝐹𝐾(𝑀).

 Theorem: Consider the function family 𝐹 above and the 

associated MAC 𝑀𝐴. Let 𝐴 be a UF-CMA adversary making 

𝑞𝑠 tag-generation queries and 𝑞𝑣 tag-verification queries 

with 𝑞𝑣 ≤ 2𝑛−1 and having a running time 𝑡. There is a PRF 

adversary 𝐵 such that:

𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴,𝑀𝐴 ≤ 𝐴𝑑𝑣𝑃𝑅𝐹 𝐵, 𝐹 +
2𝑞𝑣

2𝑛
.

Moreover, 𝐵 makes (𝑞𝑠 + 𝑞𝑣) queries and runs in time 

𝑡 + 𝜃(𝑛(𝑞𝑠 + 𝑞𝑣)).



PRF as MAC
 Theorem: Consider the function family 𝐹 above and the associated MAC 𝑀𝐴. Let 𝐴 be a 

UF-CMA adversary making 𝑞𝑠 tag-generation queries and 𝑞𝑣 tag-verification queries 
with 𝑞𝑣 ≤ 2𝑛−1 and having a running time 𝑡. There is a PRF adversary 𝐵 such that:

𝐴𝑑𝑣𝑢𝑓−𝑐𝑚𝑎 𝐴,𝑀𝐴 ≤ 𝐴𝑑𝑣𝑃𝑅𝐹 𝐵, 𝐹 +
2𝑞𝑣

2𝑛
.

Moreover, 𝐵 makes (𝑞𝑠 + 𝑞𝑣) queries and runs in time 𝑡 + 𝜃(𝑛(𝑞𝑠 + 𝑞𝑣)).

𝑅𝑒𝑎𝑙𝐵,𝐹 𝑅𝑎𝑛𝑑𝑜𝑚𝐵

𝐵
- Answer A’s tag queries 

as shown.

- Answer A’s verification 

queries as shown.

- If there is a successful 

verification query, 

output 1 else 0
𝐴 𝐴

𝑀𝑖 (𝑀𝑗 , 𝜎𝑗)

Pr 𝑅𝑒𝑎𝑙𝐵,𝐹 = 1 =?

𝑀𝑖 𝑇𝐾(𝑀𝑖)

𝑇𝐾(𝑀𝑖)

𝑀𝑗 𝑇𝐾(𝑀𝑗)

𝜎𝑗 == 𝑇𝐾(𝑀𝑗)

𝐵
- Answer A’s tag queries 

as shown.

- Answer A’s verification 

queries as shown.

- If there is a successful 

verification query, 

output 1 else 0

𝑀𝑖 (𝑀𝑗 , 𝜎𝑗)

𝑀𝑖 𝑟𝑖

𝑟𝑖

𝑀𝑗 𝑟𝑗

𝑟𝑗 == 𝜎𝑗
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PRF as MAC
 Theorem: Consider the function family 𝐹 above and the associated MAC 𝑀𝐴. Let 𝐴 be a 

UF-CMA adversary making 𝑞𝑠 tag-generation queries and 𝑞𝑣 tag-verification queries 
with 𝑞𝑣 ≤ 2𝑛−1 and having a running time 𝑡. There is a PRF adversary 𝐵 such that:
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𝐵
- Answer A’s tag queries 

as shown.

- Answer A’s verification 

queries as shown.

- If there is a successful 

verification query, 

output 1 else 0
𝐴 𝐴

𝑀𝑖 (𝑀𝑗 , 𝜎𝑗)
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- Answer A’s tag queries 

as shown.

- Answer A’s verification 
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