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Developing countries are home to the most polluted cities in the world. Particulate Matter (PM), one of the most serious air pollutants,
needs to be measured at scale across urban areas in such countries. Factors potentially affecting PM like road traffic, green cover,
industrial emissions etc., also need to be quantified, to enable fine-grained correlation analyses among PM and its causes. This paper
presents an IoT platform with multiple sensors, latest deep neural network based edge-computing, local storage and communication
support – to measure PM and its associated factors. Through real world deployments, the first in depth empirical analysis of a
government enforced traffic control policy for pollution control, is presented as a use case of our IoT platform. We demonstrate the
potential of IoT and edge computing in urban sustainability questions in this paper, especially in a developing region context. At the
same time, we show how complex a real system like Particulate Matter’s factor analyses can be, and urge environmentalists to use
sensors networks and fine-grained empirical datasets as ours in future, for more nuanced and data-driven policy discussions.
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1 INTRODUCTION

Air pollution is a serious cause of concern for modern civilization, specifically in the big cities of developing countries.
It has reached life-threatening levels in Delhi-NCR, one of the largest and most densely populated urban centers in the
world. In this paper, we use Delhi-NCR as a use case for scalable PM measurement and PM related policy analyses. This
city is an interesting use case for PM related policy debates. Below are some examples of the policy questions discussed
in the urban area, where empirical data would assist more quantitative decision making.
Green cover vs. pollution: While economic growth requires more infrastructure to be built, whether that should
come at the cost of felling more trees is constantly debated. Earlier, citizens were not so conscious about the relation
between green cover and air pollution, and as a result “One tree (has been) cut every hour over last 13 years, says
Delhi govt data”, according to news reports [46]. However, recent government notices on tree felling for housing
development projects [14, 45] have been met with tremendous citizen resistance [15, 39], finally causing the government
to back off [32]. Data driven analyses can assist in quantitative decisions, balancing environmental requirements with
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sustainable infrastructure needs. Such analyses will help in mobilizing data-driven citizen resistance movements, when
necessary, and aid the government in pushing through a sustainable development project, where suitable. Section 2.3
presents how to quantify PM, percentage of green cover and built-area of different regions through direct measurements,
while the exploration of the relation between PM and these factors are done in Section 3.1.
Vehicle count vs. pollution: The Delhi government piloted an odd-even policy to reduce the number of vehicles and
associated vehicular emissions between 01-15 Jan, 15-30 April 2016, and November 4-15, 2019. Four-wheelers with
odd and even-numbered plates were allowed on alternate days. This was met with angry protests from citizens, citing
that the public transport infrastructure was not ready to take on the burden of the extra commuters [27, 44]. Some
citizens, on the other hand, enthusiastically co-operated [38]. The saddest reality was that, such an important policy
affecting millions of citizens’ daily lives, could not be conclusively evaluated in relation to PM control. Conflicting
studies suggested pollution decreased [13, 43], remained the same [17, 21] and even increased [9, 23]. All studies have
commented on the paucity of measurement data, not only pollution data, but also vehicular count and classification
data [35]. The greatest confusion came regarding whether vehicle counts actually decreased on odd-even policy days,
or in fact increased – people hired vehicles with appropriate number plates, two-wheelers were exempted from the
odd-even policy rule which were used in unprecedented numbers, old buses were used to boost public transport
and so on. Section 3.4 presents an empirical evaluation of the second round of odd-even policy enforcement in Nov
2019 [13, 21, 43]). The effect of vehicle count on PM, along with fine-grained classification of the different vehicle
classes, with and without the policy, has been empirically studied for the first time, with our IoT devices deployed
across real traffic intersections.
Local sources vs. pollution: Pollution is exacerbated from local sources like industrial emissions, agricultural crop
burning, cooking fuels and diesel generators in commercial areas etc.. Policies experience the bloodiest contests when
there are dire economic consequences of shutting down such local pollution sources. Fierce retaliations have been
staged by thousands of workers, who lost livelihood in industrial shutdown or relocation in Delhi-NCR in 1996 and
2001 [10, 16, 26]. Similar violent resistance have been seen among farmers, who burn their crop stubble in Punjab and
Haryana, neighboring states of Delhi, adding to PM concentration in Delhi-NCR. The economic cost of environmental
friendly stubble disposal techniques are still beyond most farmers, according to the protesters, and the fines imposed on
them for crop burning increase their existing burden of financial debts [11, 12, 25, 34, 40]. There is no clear evidence of
the environmental benefits obtained through such policies, which have extreme economic repercussions on the larger
sections of society. Hence, empirical measurements of PM data in the urban industrial and agricultural border areas are
needed. This paper does not directly study these local sources at city scale. But it presents an IoT platform in Section 2.1 that

uses the recent promise of well-calibrated low cost PM sensors [8, 19, 28, 36, 52]. It is augmented with other sensors to collect

auxiliary information for PM policy analysis. This platform and our methodology can be used, in future, for more extensive

data collection of PM and its local sources. In this paper, we show a case study by deploying 26 instruments at different

locations in a university campus, and 3 instruments at traffic intersections.

Existing literature on air pollution and factor analyses [31, 41, 42, 48, 50] show different air pollutants such as
PM,NOx, SOx, Ox and black carbon have different correlation with different meteorological factors for a given area. Li
et al [29] shows in their research that major influencing factor for pollution changes with the study area. As a result,
factor analysis for pollution conducted for one study area, such as Beijing and other cities in China in prior works,
might not be valid for Delhi-NCR. Furthermore, prior studies collect data from a limited number of monitoring stations
or EBAM units [41, 48, 50], which are already deployed and available in an urban area. Deploying new monitoring
stations for the purpose of particular policy analyses might be prohibitively costly. Recent trends on using low cost
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Work Area Cost Measured Parameters Remarks/Focus
Tiwari et al [48] Delhi High Black Carbon, Seasonal variation and correlation

Particulate Matter
Srinivas et al. [41] Delhi High Paticulate Matter Air quality forecast
Yadav et al [50] Udaipur High 𝑂3,CO,NOx Seasonal variation
Opensense [7, 30] Zurich Medium 𝑂3,UFP Calibration error reduction
Gao et al. [19] Xi’an Low Particulate Matter Identify PM2.5 hotspot

Meteorological parameters
Budde et al [3, 4] - Low Particulate Matter Calibration and sensor fusion
HazeWatch [24] Sydney Low CO, NOx, Meteorological parameters Data Modeling and visualization
AQ360 [18] Beijing Low Paticulate Matter, AQI recognition using

ImageSensingNet [51] Haze pictures unmaned aerial vehicle (UAV)
This Work Delhi Low Particulate Matter Static and dynamic factor

Meteorological Parameters, measurement and correlation,
Traffic Density odd-even policy analysis

Table 1. Related work on air pollution sensing

sensors for environmental sensing [3, 4, 30] enables the authors in this paper to deploy additional instruments at
interesting locations like traffic intersections. This helps in measuring the effect of odd-even vehicular control policy on
PM. Depending solely on existing pollution measurement infrastructure, as in prior work [31, 41, 42, 48, 50], would not
have made such dynamic deployment and policy analysis feasible. Furthermore, each IoT unit in this paper is augmented
with other sensors to collect auxiliary information for PM policy analysis – a camera to count and classify road traffic
to correlate PM with vehicular emissions, GPS to query Google satellite images for green cover information etc. Works
like [7, 30, 52] focus on calibrating the low-cost sensors for real-world deployment. This paper builds on the promise
of the prior work on low-cost sensing. Table 1 summarizes the relevant projects conducted on the environmental
monitoring. Despite the fact that these projects replicate efforts of the air pollution monitoring, we believe they are all
worthy endeavours since they investigate diverse deployment options for different pollutants in different parts of the
world.

Contributions: To summarize, this paper contributes the following:

• We build a low-cost platform that uses the recent promise of well-calibrated low-cost PM sensors for air pollution
sensing and auxiliary sensors like a camera for PM policy analyses.

• We investigate ways to classify the percentage of green cover and built-area in various places, as well as the
relationship between PM and these variables.

• We perform correlation analysis of static and dynamic factors with particulate matter.
• We empirically study the effects of vehicle count on PM, along with the fine-grained classification of the different
vehicle classes, with and without the odd-even policy.

RoadMap: In Section 2, we first describe the sensor requirements and then the design considerations of our
customized platform. Next, we describe the method for classifying the green cover, built-up, residential and commercial
area. In Section 3, we correlate PM with multiple static and dynamic factors. Finally, we conclude the paper in Section 4
and discuss the future directions.
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2 PARTICULATE MATTER AND AUXILIARY DATASETS COLLECTION AND PRE-PROCESSING

2.1 Customized Hardware Platform Design, Prototyping and Deployment

For deployment based empirical analysis of Particulate Matter (PM) and factors affecting PM, we design and prototype
our custom device. This instrument contains the following sensors.

Fig. 1. Low Cost sensor’s PM 2.5 values on the left vs. a co-located TSI DustTrak’s PM 2.5 values on the right, on a sample day. While
their costs are 30 USD and 10K USD respectively, i.e. an order of magnitude different, their measured PM values are almost identical.

(1) Low-cost, embedded PM sensor, as measuring PM is the main goal. We have computed the similarity between
the low-cost PM 2.5 sensors (30 USD) and the industry grade TSI DustTrak (10K USD) for some random days. We
have observed that the low-cost PM 2.5 and DustTrak have a similar distribution. Figure 1 shows the boxplot as
an example of the similarity between the two instruments for a sample day.

(2) Temperature and humidity sensors are included for appropriate calibration of the PM values measured with the
embedded sensors, against industry grade reference monitors. They can also be used for meterological factor
correlation analysis.

(3) We have included GPS to know the location of the device in a scalable deployment. As for now, we have considered
only the static deployment case and therefore, we know the GPS value of the deployed unit. However, in future,
we plan to use our device for vehicular-based sensing, and hence GPS sensors are included in the prototype.
GPS coordinates are also important for crawling other web data sources for offline analysis. Offline analysis
can include measurement of green cover using Google satellite images, or measurement of urban composition
(industry or shopping areas or residential complexes) by using Google Places.

(4) We have included a camera to take traffic images in the region of sensor deployment. The images can be used to
compute vehicle counts and classifications in the device neighborhood.

Table 2 summarizes the sensors and their purposes. For communication between the deployed sensors and the
backend server, cellular connectivity is the only viable option in a developing region. To reduce cellular communication
costs, edge-computing on the device is exploited. The sensor data is processed locally, and the high level inferences are
communicated to the back-end server.
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To collect PM data, we deployed these instruments at different locations in a university campus, since Dec 2018.
We also deployed the units at several traffic intersections in Delhi-NCR. We will discuss the data based empirical
observations, in relation to road traffic densities, in Section 3.

Fig. 2. Hardware platform first prototype, which was discarded
for looking too attractive tempting theft at deployment sites.

Sensor Purpose
PM PM 2.5 and PM 10 counts
BME temperature and relative humidity to correct PM
GPS mounting vehicle location, air quality

factor correlation
Camera vehicle count and classification

in area of static deployment

Table 2. Sensors and their uses in our custom device

Fig. 3. Hardware platform second prototype showing the sensors, micro-controller, our custom PCB etc., inside ABS plastic boxes.

Fig. 4. Hardware platform second prototype multiple units. These were deployed in university campus, at traffic intersections etc.
5
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2.2 Design Considerations

To summarize, following are some of the challenges that need to be addressed while doing a scalable sensing.
Packaging: The packaging of the IoT unit changes based on where it is mounted, and the available fixtures. Our first
prototype is shown in Figure 2. As the device looked glossy and expensive, there were concerns raised about theft by
the deployment partners. Thus, we repackaged the device in a mundane looking ABS plastic box (second prototype
shown in Figure 3 and Figure 4).
Calibration: Although we have seen a large similarity between our low-cost PM sensor and TSI DustTrack, we need
to re-calibrate the sensor periodically for a consistent performance. Methods presented in [4, 52] can be applied to
re-calibrate the PM sensors.
Local Processing: Edge computing on the device is used to cut communication expenses. Instead of sending the raw
sensors data, the data are processed locally, and high-level inferences are sent to a back-end server. The IoT device
stores one PM value, one GPS value, one BME value, one image. The device sends the raw PM, GPS, and BME value to
the server. However, instead of sending the raw images, the device sends the vehicle count and classification results to
the server. This reduces the communication cost. In such scenario, we need to balance the communication cost and
computation cost.
Power consumption: Our device is not battery powered. As for long term operation, charging batteries will not be
sustainable. We tested the device at 5V constant supply for several hours. Peak current was 1.2-1.5A, and hence the
power remains within the 10 Watts.
Heating: The other important factor to consider for scaling up deployment is heating of the device from data processing,
and possibilities of self-throttling. The average CPU usage, memory usage and SoC temperature are 50%, 11% and 55◦C
respectively, as measured with Linux command line utilities, for prolonged running of the software for the device. The
temperature range is safe as the device self-throttles at 85◦C.

In our deployments, we do not see any heating, self-throttling and related rebooting issues. The only reason where a
device rebooted was a power supply interruption. However, the sense-compute-store-communicate loop automatically
started once the power was restored. The intended behavior for these units is to remain operational as long as the
mounting infrastructure is on and unit gets power.

2.3 Green Cover and Builtup Area Detection Using Satellite Image Processing With Neural Nets

Green cover regions and built-up regions are important spatial features that can be extracted from satellite images.
We use ArcGIS’s WorldImagery API to collect the satellite images of Delhi. We divide the whole area of Delhi into
500m x 500m square grid. Using the WorldImagery API, we download the image corresponding to each grid cell with
appropriate location coordinates. The images have a resolution of 1m, i.e. distance between two pixels is approximately
1m on the ground. In total, we collected 9948 images for the city of Delhi.

To find out the percentage of green cover and builtup regions in any given area, we use image segmentation algorithms
which classify each pixel in an image to a particular class. Deep Learning models are currently the state of the art
for image segmentation tasks. Hence, we experiment with three different deep learning models: Mask-RCNN [20],
Deeplab [6] and UNET [37] to calculate the percentage of green cover and builtup regions for an image accurately.
We first preprocess the satellite images and annotate them for preparing the ground truth images. These images are
then given as input to the deep learning models for achieving the task. We use an open source tool, namely, VGG
image annotator (VIA) [1], to manually annotate the images with ground truth classes for the segmentation task. It
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allows creating polygons that can enclose the green cover area and buildings which can be of any shape and size. After
annotations, VIA tool generated a json file having all the annotations. This json file is then processed to generate masks
as per different segmentation model requirements.

For segmentation task, we first examine Mask-RCNN model [20]. Mask-RCNN performs instance segmentation in
images by first performing object detection and fixing the bounding box around all objects of different classes. It then
performs segmentation inside the bounding boxes to classify all the pixels of that object.

We next examine DeeplabV3+ [6], developed by Google, which has achieved 86.9 mIOU on PASCAL VOC 2012
benchmark. It has also been successfully used in segmentation of satellite images. UNET is the third image segmentation
model [37] examined by us. This is a binary classification model i.e it can be used to classify two classes. As the number
of classes in our problem are three (including background class), we train three different models for classifying the
classes pairwise and then calculate the mean IOU by averaging the results of the three models on each image.

For Mask-RCNN, labeled images are divided into a train-test split of 400 and 50 images. For semantic segmentation
using DeepLab and UNET, 350 images are used for training, 50 images for validation and 50 images for testing. The
accuracy results are given in Table 3. We observe that Mask-RCNN has very poor accuracies. This is further visually
illustrated in Fig 5. Mask-RCNN does instance segmentation in which different instances of a particular class are treated
as individual objects. As a result, the model tries to learn the different shapes, sizes, symmetries and other complex
features about the object and for that large amount of data must be trained for achieving good accuracies. However,
in semantic segmentation only the characteristics of the pixels are learnt to classify them. Both DeepLab and UNET
perform semantic segmentation, and achieve reasonable accuracies (Table 3). UNET can be trained in much less time
than DeepLab, and therefore has been used in further analyses. UNET’s precise masks are visually illustrated in Figure 6.

Model Training Validation Test
Number of Images MAP Score Number of Images mIOU Number of Images mIOU

Mask-RCNN 400 0.24 - - 50 0.21
DeepLab 350 0.75 50 0.68 50 0.67
UNet 350 0.73 50 0.70 50 0.69

Table 3. Accuracies obtained using different image segmentation models

(a) Original Image (b) Predicted Image

Fig. 5. Segmentation results of Mask-RCNN model, showing very imprecise masks.
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(a) Original Builtup Image (b) Predicted Builtup Image (c) Original Green-cover Im-
age

(d) Predicted Green-cover
Image

Fig. 6. Segmentation Results of UNET model, showing very precise masks.

2.4 Residential and Commercial Area Classification Using Google Places and OLX data

We classify a given area of Delhi as residential or commercial. Olx.in contains a large number of advertisements related
to sale or rent of the residential and commercial spaces. These advertisements are used to classify areas as residential and
commercial, by browsing residential and commercial advertisements posted in Delhi and collecting location information
of each advertisement. We collect a total of 104000 ads belonging to residential locations and 24000 ads of commercial
locations. We further characterize places as establishments using Google places API, a service that returns information
about places around a given location. Some of the categories which are returned by the API are food, health, transport,
religion, education, financial services, shopping, retail and entertainment. We collect this information for the whole
of Delhi. Given a particular area of Delhi, we want to calculate the confidence level for that area to be a residential
or commercial area. We select an area size of 500m x 500m i.e 250000m2 to match with the area represented by the
satellite images. For each such block, the number of residential and commercial data points are calculated based on Olx
and Google places data. Google places data points with categories as food, daily needs, religion, safety, education and
health services are considered as residential data points and those with categories as retail, shopping, financial services,
tourism, entertainment and transport are considered as commercial data points. We have used the following formula to
find the confidence level.

%𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙 =
#𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙_𝑑𝑎𝑡𝑎_𝑝𝑜𝑖𝑛𝑡𝑠

#𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙_𝑑𝑎𝑡𝑎_𝑝𝑜𝑖𝑛𝑡𝑠 + #𝑐𝑜𝑚𝑚𝑒𝑟𝑐𝑖𝑎𝑙_𝑑𝑎𝑡𝑎_𝑝𝑜𝑖𝑛𝑡𝑠
(1)

%𝑐𝑜𝑚𝑚𝑒𝑟𝑐𝑖𝑎𝑙 = 1 − %𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡𝑖𝑎𝑙 (2)

3 CORRELATING PARTICULATE MATTER (PM) AND FACTORS POTENTIALLY AFFECTING PM

3.1 Static Factor Analysis for PM 2.5: Green Cover vs. Built-up Areas, Commercial vs. Residential Areas

Spatial features like greencover vs. builtup area and residential vs. commercial areas, do not change rapidly in a city.
We, therefore, term these factors as static factors, and examine how these factors are related to PM 2.5 values. Since we
cannot deploy our custom instruments at significant granularity all over Delhi, for which we have collected the satellite
images and Google and Olx datasets, for this analysis, we use PM 2.5 values from government deployed pollution
monitoring stations (locations of these sensors are shown in Figure 10).

We create a feature set for each station, considering 1Kmx1Km area around each station. We calculate the percentage
of green cover and built-up area using the U-Net model for each station. We further compute the percentage residential
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Fig. 7. Correlation plots between static factors like %builtup, %greencover and %residential with PM 2.5 for sample day 134

Fig. 8. Correlation histograms across 204 days, using PM 2.5 data from government deployed pollution monitoring stations

values using Equations 1 and 2. Now for a Day_i , we compute the daily median PM value for each station. We find the
correlation between these PM values and %green cover for Day_i. Similarly we do it for %builtup and %residential. We
plot the feature values, with the fitted lines for Day 134 (Dec 30, 2019) as shown in Figure 7. Across 204 days for which
we crawl the static sensors’ data, we plot the histograms of the correlation values represented in Figure 8. We observe
consistent positive correlation between %builtup and PM2.5 values (avg: +0.228), and consistent negative correlation
between %green and PM2.5 values (avg : -0.194). We find almost no correlation with %residential (avg : 0.034). So,
%residential or %commercial do not seem to have any linear relationship with PM.

3.2 Ranking Google Places Categories In Relation To Particulate Matter

As percentage of residential or commercial feature had negligible correlation with PM values, we seek to find the
importance of these Google Places based features at a more granular level.

We start with clustering the AQI monitoring stations based on PM trends throughout the year. Ideally the stations
report data every 15 mins. But there are days when this frequency is less. We remove such days to select 32 stations
which had 15 min frequency data for 204 days across the year. Each station is characterized by a 204 dimensional feature
vector, where each value represents the median PM 2.5 value for a day. We then perform time series K-Means clustering
using DTW (Dynamic time wrapping) as distance metric. Using Elbow Point Technique, the optimal number of clusters
is found to be 3. Figure 9 summarizes the averages across each cluster. Cluster 1 (red line) has consistently higher PM
2.5 values compared to cluster 2 (blue line), and cluster 3 (green line) shows lowest PM. The spatial distribution of the
clusters across Delhi is shown in Figure 10.
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Fig. 9. Average PM values of clusters across the duration of data.

Fig. 10. Location of different sensors belonging to different PM2.5 clusters.

We examine which Google Places categories influence PM 2.5 values most. We model this problem as finding the
feature importance of a classification task. The features are the aggregated counts of 10 Google places categories within
a 500m buffer around each monitoring station. The classification task is to classify each monitoring station to their
respective PM 2.5 cluster, as shown in Figure 10. We compute feature importance using Random forest and also with
SVM, and show the results in Figure 11.
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Fig. 11. Feature Importance of different google places features using SVM (left) and Random Forest (right)

3.3 Dynamic Factors: Correlation with road traffic density and meteorological factors

Traffic density and meteorological factors like temperature change rapidly in a city. These factors might also exhibit
strong diurnal, weekly and seasonal patterns. We term these factors as dynamic factors. We have taken multiple days of
an year as examples to examine their relation with PM in this section.

Figure 12 shows the average PM 2.5 on two days on Nov 2019, as recorded in 29 device deployments (26 instruments
in campus and the rightmost 3 instruments at traffic intersections within 3-5 Km radius of the university campus).
Figure 13(a) shows locations of 6 sample campus sensors and figure 13(b) shows a sample deployment of our instrument
on a pole at a traffic intersection. Campus sensors 11, 24 and 25 record moderate to high PM values, as they see
more vehicular traffic near gates. The effect of vehicular emissions is even more prominent for the last three bars in
Figure 12(a) and (b), from sensors deployed at busy traffic intersections. While the maximum PM 2.5 value is 250 units
on Nov 14 in the campus, on the road it goes to 500 units. On Nov 18 also, the campus (PM 2.5 value 50 units) vs. road
(PM 2.5 value 100 units) PM values indicate, that traffic and PM are correlated.

Figure 14(a) shows the PM 2.5 values recorded by the 6 sample sensors in campus (Figure 13(a)) on Nov 18, 2019.
There is a strong diurnal trend in the data for all six sensors. Night shows higher and day shows lower values. Thermally
induced convection can explain the effect of increased daytime temperatures on PM concentrations. As the ground heats
up during the day, gusts and winds increase, leading to increased diffusion of PM. At night (especially in late autumn
and winter), decreasing temperatures create a temperature inversion which acts as a cap, inhibiting PM diffusion. Such
diurnal trends have been reported in many prior PM characterization papers [22, 33]. Thus PM seems to vary with both
traffic density and ambient temperatures, the two dynamic factors we explore in this section.

3.4 When multiple factors co-exist and all affect PM, which factor dominates?

While meteorology and traffic density are both seen to affect PM values, their combined effects is particularly interesting
to observe. Figure 15 (a) shows, on the right y-axis, PM levels at a traffic intersection on Nov 18, 2019. The diurnal
pattern of high PM values at night and lower values mid-day is consistent as seen with the campus sensors in Figure 14.
Interestingly, the left y-axis in Figure 15 (a) shows the median number of vehicles/second, computed over 15 minutes,
as measured by the IoT unit’s camera and using the vehicle detection Neural Network models in chaotic traffic from [5].
This traffic density value is understandably higher during the day than late night. Thus we have a very interesting
observation here: higher temperatures in the day cause PM values to drop, even at very high traffic densities, while
the accumulated PM from vehicular emissions shoots up ground level air pollution, when temperature drops at night.
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Fig. 12. Average PM 2.5, as recorded by IoT mounted units in campus and traffic intersections

Temperature causes traffic density to not have direct temporal coordination with PM levels, but a delayed correlation.
These interesting joint effects cannot be analyzed without a multi-sensor approach, that our IoT device facilitates
integrating PM and camera sensor hardware, with automated CNN based accurate and low latency software, for camera
data analysis.

In addition to temperature, winds also play a vital role in PM levels. Figure 12 shows PM values on Nov 14 and Nov
18, 2019. The odd-even vehicular policy was enforced in Delhi-NCR between Nov 1 - Nov 15, 2019, i.e. vehicles with odd
numbered plates would ply on odd dates and those with even numbered plates would ply on even dates. Thus Nov 14 is
supposed to have much less vehicular traffic than on Nov 18, the latter having no odd-even rule in place. However, the
PM values are higher on Nov 14 (Figure 12(a)) than on Nov 18 (Figure 12(b)), by a whopping 2-5 times, based on where
the sensors are deployed. This deviates from correlation of PM values with traffic density, that we consistently see in
the campus sensors deployed near gates vs. sensors which are well within campus, and also in consistent differences
seen by the campus vs. the traffic intersection sensors. Figure 14(b) explains this counter-intuitive phenomena. This
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(a) Sample sensor locations in university campus

IOT MOUNTED ON TRAFFIC POLE 
RUNNING VEHICLE DETECTION CNN
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IOT MOUNTED IN DRIVER’S CABIN OF NON AIR CONDITIONED PUBLIC 
BUS. PM 2.5 VALUES SENSED, STORED AND COMMUNICATED (PM 

HEATMAP ALONG A PARTICULAR BUS ROUTE PLOTTED ON SERVER )(b) Sensor deployment at traffic intersection

Fig. 13. University campus and traffic intersection deployments of our custom instruments containing PM sensor, camera etc.
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(b) Wind speed in Nov 2019
Fig. 14. Meteorological effects on PM values

shows the wind speeds in Delhi-NCR, as measured by the Delhi International Airport authorities, during the period in
Nov 2019 under discussion. The wind speeds on Nov 17-18 are significantly higher than that on Nov 13-14. As strong
winds help to diffuse PM, it explains the discrepancy in Figure 12, where effect of traffic reduction is overwhelmed by
surface winds [47, 49].

We finally ask the question, did odd-even rule at least reduce vehicular traffic? When multiple factors jointly affect
PM values, it is difficult to audit public policies like odd-even rule for their efficacy. A direct measurement of what the
policy is trying to achieve (namely reduce number of vehicles), might be a better metric. As seen from Figure 15 (b),
median number of vehicles/second, computed over 5 minutes, shows higher values on Nov 18 (without odd-even rule)
vs. Nov 14 (with odd-even rule). Thus the policy achieves its primary goal. Whether that in turn reduces PM depends on
other factors, which in case of meteorological phenomena is impossible to control by humans. But at least controlling
traffic, so that it does not exacerbate high PM values when meteorological conditions are poor, seems reasonable.

4 CONCLUSION AND FUTUREWORK

This paper presents a custom-designed low cost IoT platform and web API based data collection and processing software,
to collect PM and auxiliary information about factors affecting PM. We deploy our custom platforms in university
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Fig. 15. Combined effects of traffic and meteorological phenomenon on PM values

campus and at traffic intersections, to collect PM, meteorological and traffic density data. We further collect web API
based green cover, built-area, residential and commercial area related information. Using these variety of data sources,
we analyze the relations between PM and static factors that change slowly in a city (green cover, built area, residential
and commercial characteristics), dynamic factors that vary rapidly with diurnal, weekly and seasonal patterns (traffic
density and meteorological factors) and combinations of more than one factor. Our main observations are: (a) green
cover and PM are negatively correlated, (b) built area and PM are positively correlated, (c) commercial vs. residential
areas do not show direct correlations, but there are place categories that can be ranked to correlate with PM levels, (d)

14



Complexity of Factor Analysis for Particulate Matter (PM) Data COMPASS ’22, June 29-July 1, 2022, Seattle, WA, USA

temperature and PM are negatively correlated, (e) traffic density and PM are positively correlated, (f) when temperature
and traffic are both high during daytime, temperature dominates to make PM lower, but the high traffic density during
day shows a delayed correlation causing higher PM values at night and (g) high winds can lower PM values, even if
traffic densities are higher, as seen with and without the odd even policy in our deployment.

In future, we will scale up these PM measurements and auxiliary data collection over larger areas of Delhi-NCR and
Northern India. We are already deploying these sensors in Delhi public buses in collaboration with Delhi Integrated
Multimodal Transit System (DIMTS). We will make all non-proprietary datasets, collected by us, public. We will also do
more nuanced and extensive factor correlation analyses, using the gradually increasing datasets and Machine Learning
based factor analysis methods [2].
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