
Operations performed by a parallel algorithm

● Computations that must be performed sequentially σ(n)
● Computations that can be performed in parallel φ(n)
● Parallel overhead (communication operations and redundant computations) κ(n,p)



Speedup and efficiency

We design and implement parallel programs in the hope that they will run faster 
than their sequential counterparts.

● Speedup = (Sequential execution time)/(Parallel execution time)

● Efficiency = Speedup/(Processors used)
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Limitations of Amdahl’s Law
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Amdahl Effect￼



Gustafson-Barsi’s Law
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