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Parallel systems, parallel programming, parallel computing:  why?

● Performance is important
○ Scientific computing
○ Data mining
○ AI/ML model training
○ IoT and embedded devices

● Hardware trends
○ Single core performance saturation
○ Multi-core, distributed systems ….



More hardware does not automatically mean more performance



Performance depends on code



Performance depends on code

Master core bottleneck in both cases.
But 7 receives in first case, 3 in second.

For 1000 processors, 999 receives in first case, 10 in second. 



Performance depends on “code mapping to hardware”



Performance depends on “code mapping to hardware”



Some closely related terms

Concurrent Systems

Parallel Systems Distributed Systems


