
Tree Contraction
More of parallel pointer manipulation



Euler Tour Technique
Recap



Circular adjacency lists with twin pointers



Find Euler tour



Each node’s parent in “rooted” tree using Euler circuit



Application 1



Each node’s level in “rooted” tree using Euler circuit



Application 2



Application 3



Application 4



Tree Contraction: SHUNT

Comprises 
● An operation of node removal called RAKE 
● An operation of pointer jumping called COMPRESS
● Euler tour and prefix sum (to decide which nodes to RAKE 

and COMPRESS)



RAKE: removing leaves

RAKE alone not sufficient for parallel tree contraction

(1) If the tree is thin and tall, and therefore the 
height of the tree is linear, rather than 
logarithmic (the worst case is just a linked list), 
RAKE cannot be applied in parallel.

(2) RAKE itself tends to linearize the original tree.



COMPRESS: Pointer jumping 



COMPRESS: Pointer jumping 

(1) COMPRESS and RAKE can be applied in 
parallel to disjoint parts of the tree. 

(2) COMPRESS produces leaves for RAKE and 
RAKE produces linear lists for COMPRESS.



Basic contraction algorithm



● Contraction should not produce linear chains
● A chain is produced when a tree contains a binary subtree, where each 

internal vertex has a child that is a leaf and one that is not.
● After a parallel RAKE on all leaves, such a subtree becomes a linear list
● If RAKE and COMPRESS is always applied simultaneously, i.e. every 

individual RAKE operation is followed immediately by COMPRESS of its 
sibling, chains cannot be formed

● This combined operation is called SHUNT

Further reduce linearity of tree during contraction



SHUNT: leaf RAKE with sibling COMPRESS



SHUNT: leaf RAKE with sibling COMPRESS



SHUNT conditions

Cannot be applied to two siblings simultaneously 
(non-deterministic output)

Cannot be applied to two consecutive leaves 
(tree becomes disconnected)

Cannot be applied to two consecutive odd leaves (tree 
becomes disconnected, needs concurrent write)



The goal, the input tree and the algorithm



The goal, the input tree and the algorithm



The goal, the input tree and the algorithm



Example run



Why choose to RAKE in this order?



Observations on the algorithm



Runtime



Runtime



Application of tree contraction: expression evaluation



Application of tree contraction: expression evaluation



Maintaining expression values in nodes



Propagating values while shunting



Example run through



Example run through



Example run through



Parallel algorithmic techniques

● Divide and conquer (mergesort, parallel sum and other reductions, 
prefix-sum)

● Parallel pointer manipulation
■ Pointer jumping
■ Euler tour
■ Graph contraction (Tree contraction with rake, compress (pointer jumping), shunt)
■ Ear decomposition

● Randomization
■ Sampling
■ Symmetry breaking
■ Load balancing


