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- build a smaller data structure to answer approximate distance queries efficiently.
- $\hat{\delta}(u, v)$ is a $t$-stretch estimate of $\delta(u, v)$ if

$$
\delta(u, v) \leq \hat{\delta}(u, v) \leq t \delta(u, v)
$$
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- new result: of size $O\left(n^{3 / 2}\right)$ in expected time $O\left(\min \left(n^{2} \log n, m \sqrt{n}\right)\right)$
- however, our query answering time is $O(\log n)$.
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## new result:

- a data structure of size $O\left(k n^{k+1 / k}\right)$ constructed in expected time $O\left(\min \left(n^{2}, k m n^{1 / k}\right)\right)$
- reports $(2 k-1)$-stretch distances in $O(k)$ time, for any $k>2$.
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$\bullet$

- let $S$ be the set of sampled vertices.
- $E[|S|]=\sqrt{n}$.
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-
$b(v)$ : set of all vertices closer to $v$ than $s(v)$.

## The Thorup-Zwick algorithm

## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.

## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

- if query $=(v, u)$,


## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

- if query $=(v, u)$,
- if $u \in b(v)$ return $\delta(v, u)$.


## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

- if query $=(v, u)$,
- if $u \in b(v)$ return $\delta(v, u)$.
- else return $\delta(v, s(v))+\delta(s(v), u)$.


## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

- if query $=(v, u)$,
- if $u \in b(v)$ return $\delta(v, u)$.
- else return $\delta(v, s(v))+\delta(s(v), u)$.

$$
\leq \delta(v, u)+\delta(s(v), v)+\delta(v, u)
$$

## The Thorup-Zwick algorithm

1. each $v$ stores distances to all vertices in $b(v)$.
2. each $s \in S$ stores distances to all vertices.

- if query $=(v, u)$,
- if $u \in b(v)$ return $\delta(v, u)$.
- else return $\delta(v, s(v))+\delta(s(v), u)$.

$$
\begin{aligned}
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\end{aligned}
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## The Thorup-Zwick algorithm

$\square$ the size of the data structure is $O\left(n^{3 / 2}\right)$.

* the query answering time is $O(1)$.
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- improving step 1: each $v$ performs truncated Dijkstra in a subgraph $G^{\prime \prime}$ of $G$.
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- an edge like $(v, w)$ cannot lie in $b(u)$, for any $u$.
- $G^{\prime}$ contains no such edge: $E\left[\left|G^{\prime}\right|\right]=n^{3 / 2}$.
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1. each $v$ computes distances to vertices in $b(v)$ by performing a truncated Dijkstra in $G^{\prime}$.

- the expected running time is $O\left(m_{G^{\prime}} \sqrt{n}\right)$.
- the exp. time for this step now is $O\left(n^{2}\right)$.
- we now need to improve step 2: each $s \in S$ computes distances to all vertices in $G$.
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## Answering queries

- if query $=(v, u)$,
- if $u \in b(v)$ return $\delta(v, u)$.
- else return

$$
\min _{0 \leq i \leq(\log n) / 2} \delta\left(v, s_{i}(v)\right)+\delta\left(s_{i}(v), u\right)
$$

$\leq \delta(v, u)+\delta\left(s_{i}(v), v\right)+\delta(v, u) \leq 3 \delta(v, u)$
for some $s_{i}(v)$ which knows $\delta\left(s_{i}(v), u\right)$.

## A faster algorithm
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- $S_{i+1}$ is obtained by sampling each vertex in $S_{i}$ with prob. $1 / 2$.


## An Extension

- each $s_{i} \in S_{i}$ does a Dijkstra in the subgraph $G_{i+1}$.
- $G_{i+1}$ : consists of all edges incident on each $v$ whose weight is less than $\delta\left(v, s_{i+1}(v)\right)$.
- For each $v, u$ in $G$ $d[v, u] \leftarrow \min _{0 \leq i \leq \log n}\left(\delta\left(v, s_{i}(v)\right)+\hat{\delta}\left(u, s_{i}(v)\right)\right.$,

$$
\left.\delta\left(u, s_{i}(u)\right)+\hat{\delta}\left(v, s_{i}(u)\right)\right)
$$
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