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Overview:

● Knowledge Distillation(in general)
○ Distilling the Knowledge in a Neural Network

● Knowledge Distillation(in NLP)
○ Sequence Level Knowledge Distillation

○ Lifelong Language Knowledge Distillation

○ Patient Knowledge Distillation for BERT Model Compression

● The Lottery Ticket Hypothesis
○ LTH for Pre-trained BERT Networks



What is Knowledge Distillation(KD)?

● Current DL models are too large to be deployed.

● KD: Transferring knowledge from a large model to a small model 

that is more suitable for deployment.



Distilling the Knowledge in a Neural Network
Hinton et. al, NeurIPS ‘14 Deep Learning Workshop

● Consider a large pre-trained model and a smaller model.

● How to train smaller model?

a. Train on gold labels of the training data

b. Train on output of the large pre-trained model.



The idea of “Dark Knowledge”

● A BMW is much closer to a garbage truck than it is to a carrot.

● Training on probabilities as “soft targets” much better:

○ More informative.

○ Less variance in gradients, leads to faster training since 

learning rate can be increased.



Increasing entropy in targets



Demonstration

● Training on MNIST:
○ Large Network ( 2 hidden layers, 1200 ReLU)

○ Small Network (2 hidden layers, 800 ReLU)

Setting Number of errors

Large Model 67

Small Model 146

Small Model trained on Soft 
Targets of Large Model

74



Sequence Level Knowledge Distillation
Kim et. al, EMNLP ‘16

● Word Level KD

● Sequence Level KD

● Sequence Level Interpolation

*Next few slides have been borrowed from 
https://nlp.seas.harvard.edu/slides/emnlp16_se
qkd.pdf



Word Level Knowledge Distillation

Hard targets

Soft targets



Word Level Knowledge Distillation



Sequence Level Knowledge Distillation

● Increase the probability of the sentence 

selected using Beam search.



Sequence Level Interpolation

● Problem with Seq KD is that y and ŷ 

can be very different 

● Solution:

○ Take sentence closest to y in the 

beam. 

● Measure similarity using smoothed 

sentence level BLEU





Applications:

● Multilingual NMT with KD - ICLR ‘19

● Attention-Guided Answer Distillation for Machine Reading 

Comprehension - EMNLP ‘19

● …



Lifelong Language Knowledge Distillation
Chuang et. al, EMNLP ‘20

Image from LAMOL, Sun et. al, ICLR ‘20



● LAMOL learns on gold 

labels from the dataset

● Why don’t we apply 

tricks from KD?



Setting

Assume that we have been trained on tasks {D
1

, D
2 

… , D
m

}







What to do with previous tasks?

We don’t have hard labels or a teacher for the previous task. 

So, just use NLL loss based on the output of the generators. 



Final objective:





Results:





Are we copying everything from the teacher?

● Split entire data into 2 parts A, and B. 

● A consists of all classification tasks where teacher is correct

● B consists of all classification tasks where teacher is incorrect.

● What does the model do after training is over?



● Clearly, the model 

isn’t copying the 

teacher

● Can integrate 

knowledge from 

other tasks and 

avoid false 

knowledge. 



Everything good about this paper…

● First attempt at using KD for LLL.

● Beats LAMOL on accuracy and std. 

deviation across different task 

permutations.

● The last experiment is very insightful. 

Proves that model isn’t copying from the 

teachers.



Weaknesses of the paper

● Unable to perform at par with multi-task baseline - Rohit

● Resources need to be spent on a disposable teacher model - Rocktim, Jai, Shreya

● Not enough tasks(at most 5) - Jai, Seshank, Harman, Shreya

● Datasets are severely under-sampled which reduces noise making it easy for 

student to learn - Vishal [Not clear to me]

● Real world data may not have data boundaries, or sudden shifts in distribution - 

Harman



Extensions

● Multimodal data - Harman, Shivangi

● Multilingual data - Rocktim

● Equal weightage given to new and previous loss; Experiment with multiple loss 

functions - Rohit [needs clarification]

●





Patient Knowledge Distillation for BERT Model Compression
-Sun et. al, EMNLP ‘19

● Knowledge also exists in intermediate layer outputs of a model[CLS emb. here].

● Why just use final output predictions?

● Minimize MSE between output of intermediate layers

○ Which layers to minimize error on?

○ PKD-Skip & PKD-Last



Patient Knowledge Distillation for BERT Model Compression
-Sun et. al, EMNLP ‘19



*PKD-Skip has been used here



Table: Comparing PKD-Last and PKD-Skip

● Skip probably works better since it “captures more diverse representations of 
richer semantics from low-level to high-level” 



Pushing it even further…

● TinyBERT - Jiao et. al, EMNLP Findings ‘20

● TinyBERT
4

 achieves 96.8% performance on GLUE, and is 7.5x smaller, and 9.4x 

faster.

● TinyBERT
6

 performs as good as BERT
BASE

 



Some interesting questions

● Can distillation achieve performance at 
par with original teacher model?

● Does reduction in size, always lead to 
worse results?



The Lottery Ticket Hypothesis: Finding Sparse, 
Trainable Neural Networks

Frankle et. al, ICLR ‘19

● Deep Neural Networks are very over-parameterized.

● Can we reduce size without reducing performance?



“A randomly-initialized, dense neural network 
contains a subnetwork that is initialized such 

that—when trained in isolation—it can match the 
test accuracy of the original network after training 

for at most the same number of iterations. ”



How to find such subnetworks?

Iterative Magnitude Pruning(IMP)





● Able to successfully find tickets which are 10-20% size of the original network.

● These networks have at-least as high test accuracies as the original networks.

● These networks converge in comparable number of iterations.
● When initialized randomly, perform far worse.

○ Therefore, initialization is also as important.
● When trained on random structure, perform far worse

○ Therefore, structure is also important
● Verified on ResNet-18, VGG-19, LeNet



Does BERT win the lottery?



The Lottery Ticket Hypothesis for 
Pre-trained BERT Networks

Chen et. al, NeurIPS ‘20

● Consider the BERT model which has already been pre-trained.

● This is the initialization.

● Are there winning tickets for downstream tasks?

● Can the winning ticket for task 1 be used for task 2 as well?[transferability]  





Do winning tickets transfer?

Some important considerations:

● At what sparsity should we evaluate the subnetworks? 

○ A network with 40% sparsity might outperform another with 90% just 

because of higher number of parameters

○ Maintain same sparsity for all settings(70% in the paper)



1. Find a subnetwork using IMP on source task S. 

2. Use this subnetwork to train on another task T, using a new randomly initialized  

classification layer.

3. This performance is TRANSFER(S, T).

Setting





● MLM subnetworks have the best transfer performance

● This is obvious since MLM was used for creating the initialization.

● Better transfer is seen where source task datasets are large in size

Observations:



Conclusion

● Knowledge Distillation

● Standard Methods for KD in NLP

● Applications(LLL)

● Lottery Ticket Hypothesis

● LTH for pre-trained BERT networks



Thank you!
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