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OVERVIEW

• REQUIREMENT OF PERSONA-BASED DIALOGUES

• DISCUSSION OF THE LARGEST PERSONA BASED DATASET AVAILABLE

• DISCUSSION OF FEW PERSONA BASED DIALOGUE MODELS



CHALLENGES IN A CHIT-CHAT MODEL

Source: Li et al

https://aclanthology.org/P16-1094.pdf


WHAT IS A PERSONA?

• ACCORDING TO LI ET AL PERSONA IS COMPOSED OF:

• BACKGROUND FACTS

• LANGUAGE BEHAVIOR

• INTERACTION STYLE

https://aclanthology.org/P16-1094.pdf


PERSONALISED RESPONSE GENERATION

ACL, 2016



PROBLEM 

STATEMENT:



DATASETS USED:

• TWITTER PERSONA DATASET

• TWITTER SORDONI DATASET

• TELEVISION SERIES TRANSCRIPTS



MODELS

SPEAKER MODEL SPEAKER-ADDRESSEE 
MODEL



SPEAKER MODEL





SPEAKER-ADDRESSEE MODEL



Correction : v_j instead of v_2



DECODING : RERANKING

• N-BEST LIST WITH BEAM SEARCH (N=20,B=200)

• RERANKING

SCORE FUNCTION:



RESULTS





Consistent Replies Inconsistent Replies

Speaker model trained on Twitter Persona Dataset



Speaker-Addressee model



KEY CONTRIBUTIONS:

• THE SYSTEMS OUTPERFORM OUR BASELINE SEQ2SEQ SYSTEMS IN TERMS OF BLEU, PERPLEXITY, 
AND HUMAN JUDGMENTS OF SPEAKER CONSISTENCY.

• DEMONSTRATED THAT ENCODING PERSONAS AS TOKENS CAPTURE SPEAKING STYLE AND

BACKGROUND INFORMATION.



PERSONA-CHAT DATASET

ACL, 2018 Zhang et. al.

Click to add text

https://aclanthology.org/P18-1205.pdf


• LI ET AL: PERSONA EMBEDDINGS

• ZHANG ET. AL. : FOCUS EXPLICIT AND INTERPRETABLE PROFILE INFORMATION

Example of some personas

https://aclanthology.org/P16-1094.pdf
https://aclanthology.org/P18-1205.pdf


DATA COLLECTION PIPELINE
• RAW PERSONA COLLECTION:

• 1155 POSSIBLE PERSONAS,(AT LEAST 5 PROFILE SENTENCES EACH)

• TEST AND VAL SET OF 100 PERSONAS EACH

• REVISED PERSONAS:

• ADDITIONAL REWRITTEN SETS OF ABOVE PERSONAS

• ENSURES NO NON-STOPWORD IS COPIED

• REPHRASES, GENERALIZATIONS OR SPECIALIZATIONS

• PERSONA CHAT

• PAIR TWO TURKERS WITH RANDOM PERSONAS FROM POOL.

• TURKERS WERE ASKED TO CHAT

• ENSURES NOVELTY OF DIALOGUE

• RESULT: 164,356 UTTERANCES OVER 10,981 DIALOGS

• APPROX. 10% VAL AND TEST SET.







TASKS

next utterance prediction 
during dialogue.

profile prediction given 
dialogue history.



BASELINE EVALUATION FRAMEWORK

• AUTOMATIC EVALUATION METRICS

• PERPLEXITY

• F1 SCORE

• NEXT UTTERANCE CLASSIFICATION LOSS

• HUMAN EVALUATION METRICS:

• FLUENCY

• ENGAGINGNESS

• CONSISTENCY



MODELS-RESULTS





Click to add text



SUMMARY: PERSONA-CHAT



CONV-AI2

Dinan Et. Al.

https://arxiv.org/pdf/1902.00098.pdf


For the full competition : https://arxiv.org/pdf/1902.00098.pdf



TRANSFERTRANSFO

Wolf et. al.

https://arxiv.org/pdf/1901.08149.pdf


MODEL



DIALOG STATE EMBEDDINGS:
• A PERSONALITY SENTENCE

• AN UTTERANCE FROM PERSON1
• AN UTTERANCE FROM PERSON2.

POSITIONAL EMBEDDINGS

• INTRODUCES SAME PE TO ALL PERSONALITY EMBEDDINGS

MODEL DETAILS:

• USED A 12-LAYER DECODER-ONLY TRANSFORMER WITH MASKED SELF-ATTENTION HEADS

• BASED ON GPT

• PRETRAINED ON BOOK CORPUS





FINE-TUNING
• TOTAL LOSS FUNCTION:

• A NEXT-UTTERANCE CLASSIFICATION LOSS

• A LANGUAGE MODELING LOSS

• ADAM OPTIMIZER

GENERATION

• BEAM SEARCH ,B=4.

• N-GRAMS FILTERING EMPLOYED TO ENSURE AVOIDING DIRECT COPYING

• REMAINING BEAMS RANKED BY COMBINATION OF THE LENGTH-NORMALIZED UTTERANCE

PROBABILITY AND THE NEXT-UTTERANCE CLASSIFICATION SCORE.



METRICS

• AUTOMATIC EVALUATION METRICS

• PPL

• HITS@1

• F1

• HUMAN EVALUATIONS(MENTIONED BUT NOT REPORTED)

• FLUENCY

• CONSISTENCY

• ENGAGINGNESS

• WHETHER THE HUMAN COULD GUESS THE PERSONA USED BY THE BOT



RESULTS



KEY POINTS:

• INPUT REPRESENTATION OF THE MODEL CAN SWITCH FROM A SINGLE TO A DYADIC SETTING

PLUS PERSONALITY SENTENCES.

• USES TRANSFER LEARNING

• BETTER THAN THE RESULTS PRESENTED IN THE PERSONA-CHAT PAPER ACROSS ALL THREE

METRICS.

• HUMAN EVAL WASN'T PUBLISHED.



BOB: BERT-OVER-BERT

SONG ET. AL., ACL 2021

https://arxiv.org/pdf/2106.06169.pdf


MODEL

• šDISENTANGLES PERSONA-BASED DIALOGUE GENERATION INTO TWO TASKS: DIALOGUE

GENERATION AND CONSISTENCY UNDERSTANDING

• šUSES THREE BERT BASED SUBMODULES: ENCODER, RESPONSE DECODER AND CONSISTENCY

UNDERSTANDING DECODER.





MODEL TASK

• THE TASK OF THE PROPOSED MODEL M IS TO GENERATE A PERSONA CONSISTENT RESPONSE R = 
R1, R2, ..., RM, BASED ON BOTH PERSONA P AND QUERY Q, I.E., R = M(Q, P).



ENCODER

• A SPECIAL TOKEN IS PLACED BETWEEN PERSONA SEQUENCE AND DIALOGUE

QUERY.

• THE INPUT EMBEDDING CONSISTS OF:

• WORD EMBEDDING

• TYPE EMBEDDING(0 OR 1)

• POSITION EMBEDDINGS

• BERT BASED ENCODER



DECODER 1

• BASED ON BERT WEIGHTS

• CROSS-ATTENTION IS INSERTED BETWEEN E AND D1.(RANDOMLY INITAILISED)

• ATTENTION MASK USED TO PRESERVE GENERATION PROPERTY



DECODER 2

• BASED ON BERT WEIGHTS

• CROSS-ATTENTION IS INSERTED BETWEEN E AND D2.(RANDOMLY INITAILISED)

• ATTENTION IS APPLIED TWICE AT EACH LAYER



TRAINING

• LOSS FUNCTION:

• RESPONSE GENERATION LOSS

• CONSISTENCY UNDERSTANDING LOSS



RESULTS





REVIEWS: PROS

• SESHANK : THE INTRODUCTION OF PROFILE INFORMATION TO THE MODELS IMPROVES THE PERFORMANCE

COMPARED TO THE BASELINE MODEL BY A LARGE MARGIN. THIS SHOWS THAT ONE OF THE UNIQUE FEATURES OF

THIS PAPER, PROFILE INFORMATION, TURNS OUT TO BE A VAST IMPROVEMENT OVER THE BASELINES. ESPECIALLY

IN THE ‘PERSONA DETECTION’ METRIC, THE ADDITION OF PROFILE MEMORY DOES WONDERS.

• ROHIT: IN TABLE 6 WE SEE TRAINING ON REVISED PERSONA GIVES A SIGNIFICANT IMPROVEMENT IN

PERFORMANCE. THIS INDICATES THAT MAKING THE TASK DIFFICULT GIVES A LOT OF ADVANTAGE TO THE

LEARNING SYSTEM BECAUSE MODEL IS FORCED TO LEARN MORE THAN COMPUTING SIMPLE WORD OVERLAP

AND ALSO GENERALIZES THE MODEL.

• ROHIT: BETTER PREDICTION PERFORMANCE ON LONGER DIALOGUE LENGTHS INDICATES THAT THE MODEL IS

ABLE TO LEARN LONG RANGE DEPENDENCIES LEARNS BETTER WITH MORE PERSONAL INFORMATION



REVIEWS: PROS

• SHIVANGI: AUTHORS DEFINED A PERSONA PREDICTION TASK USING THE DIALOGS EXCHANGED

BETWEEN THE USER AND THE AGENT. THIS TASK CAN HAVE A PRACTICAL APPLICATION IN THE

RECOMMENDATION SYSTEM. IF AN AGENT CAN ACCURATELY DETERMINE THE PROFILE AND

PERSONALITY OF THE USER, THEN PROVIDING PERSONAL RECOMMENDATIONS WOULD BE

REALLY SIMPLE. IT CAN PROVIDE AN EFFECTIVE SOLUTION TO THE COLD-START PROBLEM.

• JAI : THE AUTHORS ADD CHECKS IN THE CROWD SOURCING OF THE DATASET SO THAT ITS

QUALITY IS NOT COMPROMISED. ONE EXAMPLE IS SENDING ERROR MESSAGES WHEN THE

PERSON TRIES TO DIRECTLY COPY THE DESCRIPTION GIVEN TO THEM



REVIEWS: CONS

• ROHIT : THIS IS AN OLDER PAPER AND USES EVEN OLDER 2014 TRAINED GLOVE EMBEDDINGS

WE SEE A SIGNIFICANT DROP IN PERFORMANCE AROUND 30-50% WHEN WE MOVE FROM

ORIGINAL TO REWRITTEN TEST SET. THIS INDICATES IR SYSTEM IS NOT WORKING VERY WELL. WE

COULD TRY OUT BETTER EMBEDDINGS WHICH MAY GIVE BETTER RESULTS

• VISHAL B.: THE SUGGESTED METHOD DOES NOT SCALE WELL AS THE NUMBER OF PERSONALITIES

INCREASES.

• SHIVANGI: WE CAN OBSERVE THAT THE GENERATIVE PROFILE MEMORY NETWORK PERFORMS

POOR THAN THE SEQ2SEQ MODEL. THE EXPLANATION FOR THIS BEHAVIOR IS NOT MENTIONED

IN THE PAPER.



REVIEWS: CONS

• JAI :ALTHOUGH ROHIT SAID THAT REVISED PERSONA GAVE BETTER RESULTS IN TABLE 6, REVISED

PERSONA DOES NOT DO THAT IN RESULTS IN TABLE 3. THE PAPER COULD HAVE ELABORATED

MORE ON WHY WE ARE SEEING SUCH A DIFFERENCE.



REVIEWS: FUTURE WORK

• SHESHANK: GIVEN A DIALOGUE HISTORY, FINDING A WAY TO PREDICT THE BOT’S PERSONA IS AN EXCITING

FUTURE RESEARCH AREA. THE CURRENT PAPER DOES NOT HAVE EXCELLENT RESULTS FOR THIS.

• ROHIT : RANKING MODELS GET BETTER RESULTS BECAUSE THIS IS METRIC WHICH IS OPTIMIZED. CAN TRY SOME

DIFFERENT APPROACH, TO GET BETTER RESULTS WITH GENERATIVE MODELS AS WELL.

• VISHAL B.: LOOKING AT THIS PAPER FROM TODAY'S PERSPECTIVE, THE DATASET GENERATION CAN BE

AUTOMATED MORE USING PRE-TRAINED LANGUAGE MODELS, LIKE THE APPROACH FOLLOWED IN

ACCENTOR.

• SHIVANGI: SIMILAR MULTILINGUAL DATASETS CAN BE GENERATED TO DESIGN A MORE GENERIC CHIT-CHAT

BOT.

• S. SHREYA : SUCH PERSONA-BASED INFORMATION CAN BE COLLECTED ACROSS DIFFERENT PLATFORMS (LIKE

TWITTER ETC) AND INCORPORATED IN TASK-BASED DIALOGUE SYSTEMS TO PERSONALISE THEM (AS DISCUSSED

IN THE PREV CLASS).



REVIEWS: FUTURE WORK

• VISHAL S. : CREATING COMPLEMENTARY PERSONAS BASED ON THE USER. FOR EXAMPLE, 
AFTER CONVERSING WITH USER FOR SOMETIME, MODEL CAN GUESS USER'S PERSONA AND

CREATE PERSONA BEST SUITED FOR THE USER.

• JAI : SINCE THE PERSONAS HAVE BEEN CROWDSOURCED, IT CAN HAVE GENDER AND RACIAL

BIAS IN IT. SOME WORK NEEDS TO ANALYZE THAT AND IMPROVE THE QUALITY OF THE DATASET.



REFERENCES

Li et. Al. A Persona-Based Neural Conversation 
Model.

Zhang Et. Al. Personalizing Dialogue Agents: I have a 
dog, do you have pets too?.

Dinan et. al. The Second Conversational Intelligence 
Challenge (ConvAI2).

Wolf et. Al. , TransferTransfo: A Transfer Learning 
Approach for Neural Network BasedConversational 
Agents

Song et. Al. BoB: BERT Over BERT for Training Persona-
based Dialogue Models from Limited Personalized 
Data

https://aclanthology.org/P16-1094
https://aclanthology.org/P18-1205

