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Modular Design for TOD

Figure: Image credits: [Wu19]



An Annotated Example (NLU)

Figure: Image credits: [HvNL+20]



An Annotated Example (DST)

Figure: Image credits: [HAMW+20]



Tasks within TODS and Evaluation
metrics

Traditionally, each sub-module is developed independently and
thus has it’s own evaluation metrics.
Automatic Evaluations

• For NLU, accuracy is used for intent identification and F1 for
slot filling.

• For DST, joint accuracy is used.

• For DM/NLG, inform and success rates, BLEU and Combined
= (Inform + Success) × 0.5 + BLEU

Manual Evaluations

• Appropriateness: how useful are the responses for the given
dialog context

• Naturalness: how human-like are the predicted responses.

Manual evaluation is time-consuming and is subjective but is
critical for TODS.



Challenges in Modular approach and
End-to-end TOD systems

Modular approach is popular for commercial deployments but faces
following challenges[CLYT17]

• Requires very fine-grained hand-crafted labels and faces
difficulties adapting to new domain.

• Information is not/wrongly propagated from one module to
another.

• Updating one module may require updating all
(inter-dependencies)

An alternate approach is an end-to-end system where model
directly interacts with user utterance, database and produces
response without using fine-grained labels.



Encoder-Decoder Design for TOD

Figure: Image credits: [CLYT17]



A Note on ”End-to-End”

”End-to-end” can have different interpretations

• A modular TOD system can be trained in end-to-end manner
where signals propagate through all the modules

• A modular TOD system can be evaluated in end-to-end
manner where each module consumes output from previous
one during evaluations

• A TOD system can be trained end-to-end fashion without
fine-grained annotations

We will clarify this point when we discuss some models.





Goals

SimpleTOD[HAMW+20] focuses on following areas

• Train modules in TODS (dialog state tracking, dialog policy
and response generation) in unified manner

• Leverage capabilities of pre-trained language models for TODS

Following slides taken from
https://neurips.cc/virtual/2020/protected/poster_

e946209592563be0f01c844ab2170f0c.html

https://neurips.cc/virtual/2020/protected/poster_e946209592563be0f01c844ab2170f0c.html
https://neurips.cc/virtual/2020/protected/poster_e946209592563be0f01c844ab2170f0c.html












Comments

Pros

• Captures dependencies between TODS modules

• Leverages GPT-2 pre-trained model

• Robust to noisy samples

Cons/Possible Improvements

• GPT-2 is not trained on dialogue specific data. Pre-training
on dialogue data can help.

• SimpleTOD computes likelihood of all the tokens in the
sample, even context utterance tokens. This seems to be an
overkill.

• No human evaluation (from official reviews)

Above issues are addressed in SOLOIST.





Goals

• Few-shot fine-tuning of TODS model over new-domain

• Leverage machine teaching for resource constrained domains

• Building task-bots at scale

Following slides are taken directly from
https://d3smihljt9218e.cloudfront.net/lecture/26055/

slideshow/33ad01c435de7ea63e5d8273b281c041.pdf

https://d3smihljt9218e.cloudfront.net/lecture/26055/slideshow/33ad01c435de7ea63e5d8273b281c041.pdf
https://d3smihljt9218e.cloudfront.net/lecture/26055/slideshow/33ad01c435de7ea63e5d8273b281c041.pdf














Goal

• To add chit-chat to enhance task-oriented dialogues for better
user experience



The Data Problem

• Publicly available datasets either focus purely on chit-chat or
on TODS.

• To alleviate this issue, Accentor uses a collaborative data
collection strategy

• Accentor first generates (chit-chat) candidates using
pre-trained versions of GPT-2 and BlenderBot.

• A model based filtering removes bad candidates.

• Human annotators then classify a candidate as good or bad



Figure: Image credits: [SMC+21]



Filtering Strategy

ACCENTOR collects pilot data for filtering.

• A RoBERTa based classifier

• A set of hand-crafted rules

• Candidate frequency

• Inter-candidate similarity

• Candidate response similarity

Candidates are ranked based on above filters and top-10 are
selected for human annotations.



Annotation statistics

Figure: Credits: [SMC+21]



ACUTE-Eval for comparing dialoue models

Figure: Image Credits: [LWR19]



Data Quality using ACUTE-Eval

Figure: Image Credits: [SMC+21]



The Model Problem

ACCENTOR propose 3 models for fusing chit-chat with
task-oriented dialogues

1 SimpleTOD(+)

2 Arranger

3 Rewriter



SimpleTOD and SimpleTOD+

1 SimpleTOD is as discussed before.

2 SimpleTOD+ additionally introduces chit-chat actions
(add-before, add-after, do-not-add) to SimpleTOD



Arranger

• A RoBERTa based classifier is trained to decide if and where
to add the chit-chat. Model is trained using good and bad
candidates dataset.



Rewriter

• A GPT-2 based causal model which generates action and
response based on dialogue history, generated belief states and
chit-chat output



Both arranger and rewriter models use responses from off-the-shelf
chit-chat and TOD models.
SimpleTOD is used as TOD model.
A BERT based chit-chat model fine-tuned on Accentor-SGD is
used as chit-chat.



Results

Figure: Credits: [SMC+21]



Comments
Pros

• Targets one of the essential areas for practical TOD systems
• Proposes a dataset based solution for TOD simple intuitive
baselines

• We can extend this to multiple use-cases like domain
mixing/transitions, multilingual dialogues and general
knowledge grounded responses.

Cons
• Filtering results depend upon pilot data. This creates biases in
the candidates.

• Does not support injection of chit-chat withing the response
itself.

Relevance
• Personalized TODS
• Emotion infused models for sensitive domains like medical
diagnosis and counselling

• Especially useful in conversational recommendation



Reviews: Advantages

• Models are simple and intuitive.

• Data generation and augmentation method is simple.
Filtering method is effective as performance is decent ( 40%
on SGD and 30% on WoZ) with limited pilot data.

• Human annotation is considerate as it tries to remove strong
opinions and misleading utterances.

• Code separation makes approach plug-n-play

• Good evaluation and results.



Reviews: Disadvantages I

• The ACUTE-Eval metrics are not exclusive and highly
correlated.

• Although difficult, there should be a method of generating
good chit-chat besides language models. The human
annotators could be suggestive instead of just discriminative.

• Human annotators’ involvement and human evaluation are
extensive, which is usually not ideal.

• The user’s preferences are not considered.

• The paper analyses chit-chat responses as being either
prepended or appended in the SimpleTOD+ and Arranger
models proposed.

• Source of Bias or inaccurate results: Authors annotate 1.7k
candidates as good/bad.

• The focus should be on zero-shot/ few-shot methods of
adding chit-chat, rather than creating new datasets.



Reviews: Disadvantages II

• For the initial filtering step, a better approach than the
rule-based filtering would be to use crowd workers to produce
annotations for this step as well.

• While discussing inappropriate behaviors of a candidate
dialogue, the paper says that the “bot is not a person and
should not pretend to have real life experience”. I disagree
with this point, because the humanness of chatbots is an
important factor.

• Does not handle 2 way chit chat, which may also be helpful in
capturing the user’s sentiment towards the products/system.



Reviews: Extensions I

• Injection frequency should be a parameter that the user sets
according to his/her own requirements.

• In Arranger there are 3 possibilities. However, if the user is
chit-chatting, the agent could also just chit-chat. Therefore,
there should be a 4th possibility of just chit-chatting.
Rewriter could take care of this automatically though.

• Can further extend to other dialogue styles using style transfer
- such as politeness, formal or informal etc which can be given
as a parameter.

• Can focus on improving the candidate filtering mechanism -
finding optimal settings (not done in the paper) as this can
significantly improve the quality of the dataset.

• Extend dataset creation method so that chit-chat can be
incorporated in between task-oriented-response.



Reviews: Extensions II

• Chit-chat may be subjective and this work can be extended to
adjust the subsequent chit-chat according to how the user is
responding to models chit-chat in the past. And Subjectivity
of humans should also be taken into account in the evaluation
process i.e. if possible the model responses should be
subjective to the user.

• Generating rule based outputs using knowledge bases or
databases like wikipedia, private knowledge bases etc can
increase the number of responses of chit chats.

• Having a way to **measure and control the amount of
engagement, interesting, knowledge and human-like**
behavior of dialogue system may be useful.



References I

Hongshen Chen, Xiaorui Liu, Dawei Yin, and Jiliang Tang, A
survey on dialogue systems: Recent advances and new
frontiers, ArXiv abs/1711.01731 (2017).

Ehsan Hosseini-Asl, Bryan McCann, Chien-Sheng Wu, Semih
Yavuz, and Richard Socher, A simple language model for
task-oriented dialogue, ArXiv abs/2005.00796 (2020).

Michael Heck, Carel van Niekerk, Nurul Lubis, Christian
Geishauser, Hsien-Chin Lin, Marco Moresi, and Milica Gavsi’c,
Trippy: A triple copy strategy for value independent neural
dialog state tracking, ArXiv abs/2005.02877 (2020).

Margaret Li, Jason Weston, and Stephen Roller, Acute-eval:
Improved dialogue evaluation with optimized questions and
multi-turn comparisons, ArXiv abs/1909.03087 (2019).



References II

Kai Sun, Seungwhan Moon, Paul A. Crook, Stephen Roller,
Becka Silvert, Bing Liu, Zhiguang Wang, Honglei Liu, Eunjoon
Cho, and Claire Cardie, Adding chit-chat to enhance
task-oriented dialogues, ArXiv abs/2010.12757 (2021).

Chien-Sheng Wu, Learning to memorize in neural task-oriented
dialogue systems, ArXiv abs/1905.07687 (2019).



Thank You


	A Brief Introduction to Task-Oriented Dialogue Systems
	Transformer based models for Modular TODS
	SimpleTOD
	SOLOIST

	Chit-chat and Task-Oriented Dialogue
	ACCENTOR


