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Multi-Hop Question Answering over Virtual KBs

● Text as Virtual Knowledge Bases

○ More complete

○ Errors from extraction process don’t propagate

○ Answers are spans from text

● Multi-Hop

○ 1,2,3-Hop Questions

○ Can be answered from both KB and text



Motivation

● QA models too expensive

● Multi-hop not easy for them

● Differential versions of KB operations over text



Overall Idea

● Treat text as KBs

● Neural/probabilistic versions of KB operations

○ Retrieve entities

○ Perform hops on entities

● Many optimisations to make an efficient pipeline



Pipeline

● Get entities(z) from the question (q)

● Get co-occurring mentions(m) for z

○ Using TF-IDF for co-occurence

○ Neural network to filter relevant(to q) mentions

● Aggregate over m to get z’ candidate entities

● Multi-hop

○ Start with z’ entities



Getting relevant entities and mentions

F(m): TF-IDF of document containing m

G(zt-1): TF-IDF of surface form of entity from previous step



Equations for a step

● AE→M[e, m] = 1 (G(e) · F(m) > ϵ)

● Sparse matrix-vector multiplication

○ AE→M and zt-1

● TK (st (m, zt−1, q)): top-K relevant mentions

● AM→E: Encode co-reference

● Zt = softmax([ZT
t−1AE→M ⊙TK(st(m, zt−1, q))] AM→E)





Implementation Optimisations

Sparse TF-IDF Mention Encoding

● TF-IDF over uni,bi-grams, hashed to 16M buckets

● Max μ mentions per entity

Efficient Entity-Mention expansion

● 2 row-wise list of lists of non-zero values and indexes

● Feasible with TensorFlow RaggedTensors



Implementation Optimisations Contd.

Efficient top-k mention relevance filtering

● Restrict st(m, zt−1, q) to an inner product

● f(m) be a dense encoding of m

● gt(q, zt−1) be a dense encoding of the question q for the t-th hop

● st(m, zt−1, q) ∝ exp {f(m) · gt(q, zt−1)}

● Use approximate algorithm for Maximum Inner Product Search (MIPS)



Mention and Question Encoders

● Passage containing mention is passed through Bert-Large

● f(m) = WT [Hd
i ; Hd

j ], Hd is the output embeddings from Bert

● Queries are passed through a 4-layer transformer, outputting Hq

● Add 2 transformer layers on Hq to output start and end tokens Hq
st and Hq

en

● gt(q, zt−1) ≡ VT [Hq
st ; Hq

en ] + ZT
t−1



Pre-training the Index

● Pre-train f(m) and then keep it fixed during QA task

● Facts given in form (e1, R, e2)

● Find passages, d which contain both e1 and e2

● Convert to slot-filling task

● Negative instances: shared entity(e2 missing), shared relation(e1’,e2’), random

● WikiData as KB, Wikipedia as corpus



Experiments

● MetaQA: Multi-Hop QA

● WikiData: Multi-Hop Slot-Filling

○ e.g. “Helene Gayle, employer, founded by, ?”

● HotpotQA: Multi-Hop Information Retrieval

○ Retrieve relevant 2 documents, then use their baseline MRC model



Experiments Results

PullNet: Graph Neural Network based, uses MetaQA KB for strong intermediate supervision



Ablation Study



HotpotQA Results



Pros

● Mathematical Explanation (Atishya)

● Work on scalability (Atishya, Jigyasa)

● Ablation Study (Atishya, Pratyush)

● Speedup tricks (Jigyasa, Pratyush)

● Avoids noise from IE step(Pratyush, Pawan)

● SOTA (Pratyush, Shubham)

● Virtual KB using mentions (Pawan)

● End-to-end (Shubham)

● MIPS (Shubham)

● Bridge gap between KB and text corpus (Shubham)



Cons

● Predefined entities (Atishya)

● Number of hops decision (Atishya, Jigyasa, Shubham)

● Max vs sum (Atishya)

● Constraint on types of questions due to pre-training (Jigyasa)

● Lots of clever engineering (Jigyasa)

● Static Index (Shubham)

● Entity linked corpus needed (Shubham)

● Limited to entity spans (Pratyush)

● Not really e2e due to pretraining (Pratyush)

● More detail needed on mention encoder (Pawan)



Extensions

● Fine-tune mention encoder(Atishya)

● Module to estimate number of hops (Atishya)

● Use of KB at test time (Jigyasa)

● Use of Word2vec instead of TF-IDF (Jigyasa)

● Weighted sum over mentions (Pratyush)

● Symbolic reasoning over mentions over hops (Pawan)


