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Parametric LLMs —amazing creative writers!
O You

Narrate the story of rabbit and tortoise in pirate style.

< 5/5

Q ChatGPT

Ahoy there, me hearties! Gather 'round and hear the tale of the great race betwixt the hare and the

tortoise, but with a swashbucklin' twist!

Once upon the high seas, there lived a swift and cunning hare named Jackrabbit, known far and
wide for his lightning speed and cocky swagger. And in the same waters, there dwelt a slow but

steady tortoise by the name of Captain Shellback, renowned for his patience and resilience.

One fine day, as the salty breeze danced through the rigging, Captain Shellback issued a
challenge to Jackrabbit, proclaimin’, "Arrr, | challenge ye to a race, ye boastful hare! From this here

cove to yonder island, we shall see who be the fastest sailor on the seven seas!"




Parametric LLMs — Stellar performance in exams!

Exam results (ordered by GPT-3.5 performance) gpt-4 W

gpt-4 (no vision)
gpt3.5 W

Estimated percentile lower bound (among test takers)
100% —

80% —

60% —

40% —

20% —

OpenAl — GPT-4 Technical Report
https://arxiv.org/abs/2303.08774

Exam

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6ijgdfFObsqHKXrq6HC-TLp/view 6
-
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Hallucinations in Parametric LLMs
Q You

©

what is the use of PMI in NLP?

ChatGPT
In natural language processing (NLP), Pointwise Mutual Information (PMI) is often used as a
measure of the association between words in a corpus. It can be used to identify words that are

highly correlated and occur frequently together, which can be useful for tasks such as language

modeling, information retrieval, and machine translation.

For example, in language modeling, PMI can be used to identify the most likely next word in a
sentence given the context of the previous words. In information retrieval, PMI can be used to

iIdentify the most relevant documents for a given query by ranking documents based on the co-




Hallucinations in Parametric LLMs

Overall, PMI is a useful measure for identifying relationships between words in a corpus and can

be applied to a wide range of NLP tasks.

@ You

Can you give me citations for the above examples?

Q ChatGPT

Here are some references for the examples of using PMI in natural language processing (NLP) that

| provided:

e |Language modeling: "Pointwise Mutual Information (PMI) for Language Modeling" by R. B.
Frazer and J. H. Lafferty (https:/www.aclweb.org/anthology/WO00-1308.pdf)

e |[nformation retrieval: "Information Retrieval using PMI-based Word Representations” by T.
Mitamura and K. Kise (https://www.aclweb.org/anthology/C04-1100.pdf)

¢ Machine translation: "PMI-based Word Alignment for Statistical Machine Translation" by K.

Toutanova and C. D. Manning (https://www.aclweb.org/anthology/W03-0419.pdf)




Pointwise Mutual Information (PMI) for Language Modeling n

Hallucinations in Par

HTML] PMIVec: a word embedding model guided by point-wise mutual [HTML] springer.com
information criterion

M Yao, L Zhuang, S Wang, H Li - Multimedia Systems, 2022 - Springer

... the information captured by vector similarity between words, this paper proposes a point-wise

mutual information (PMI... a masked language model during training time, and any language ...

¢ Save DY Cite Citedby 1 Related articles All 4 versions

Overall, PMI is a useful measure for identifying re

be applied to a wide range of NLP tasks.

A simple language model based on pmi matrix approximations [PDF] arxiv.org
O Melamud, | Dagan, J Goldberger - arXiv preprint arXiv:1707.05266, 2017 - arxiv.org

@ YOU ... language models by training them to estimate word-context pointwise mutual information

(PMI), and then deriving the desired conditional probabilities from PMI at test time. Specifically, ...

Y¢ Save P9 Cite Cited by 17 Related articles All 4 versions 99

Can you give me citations for the above example

Unsupervised extractive summarization using pointwise mutual information [PDF] arxiv.org
V Padmakumar, H He - arXiv preprint arXiv:2102.06272, 2021 - arxiv.org

O ChatG PT ... pointwise mutual information (PMI) between sentences, which can be easily computed by a
pre-trained language model... We use the language model to compute PMI, which then scores ...

Here are some references for the e)(amples Of us ¢ Save DY Cite Cited by 37 Related articles All 6 versions 99

| provided:

e |Language modeling]"Pointwise Mutual Information (PMI) for Language Modeling" |>y R. B.
Frazer and J. H. Lafferty (https:/www.aclweb.org/anthology/WO00-1308.pdf)

e |[nformation retrieval: "Information Retrieval using PMI-based Word Representations” by T.
Mitamura and K. Kise (https://www.aclweb.org/anthology/C04-1100.pdf)
¢ Machine translation: "PMI-based Word Alignment for Statistical Machine Translation" by K.

Toutanova and C. D. Manning (https://www.aclweb.org/anthology/W03-0419.pdf)
o B o S o _ S 9
- .




Information Retrieval using PMI-based Word Representations n

Hallucinations in

About 947 results (0.03 sec)

Handling the impact of low frequency events on co-occurrence based measures
Overall, PMI is a useful measure for ide of word similarity-a case study of pointwise mutual information

F Role, M Nadif - ... on Knowledge Discovery and Information Retrieval, 2011 - scitepress.org

be app“ed to a W|de range of N LF’ taSk! ... Additional visualization methods will also be investigated in order to determine how to

best help researchers and corpus practitioners in choosing the right PMI based association ...
% Save DY Cite Cited by 71 Related articles All 3 versions $9

Sparsity makes sense: Word sense disambiguation using sparse contextualized

@ You word representations
. . . G Berend - Proceedings of the 2020 Conference on Empirical ..., 2020 - aclanthology.org
Can yOU g'Ve me C|tat|0ns for the abOVE ... word representations, it becomes possible to surpass the results of more complex task-specific

models on the task of finegrained all-words word ... 3 further *PMI-based variants for the ...
v% Save DY Cite Cited by 21 Related articles All 3 versions $9

Improving pointwise mutual information (pmi) by incorporating significant co-
©) ChatGPT
OP Damani - arXiv preprint arXiv:1307.0596, 2013 - arxiv.org

... word association measures. To incorporate document level significance, we need to use
document level counts instead of word ... are using document counts instead of the word counts, ...
Y% Save DY Cite Cited by 51 Related articles All 11 versions 9

Here are some references for the exam

| provided:

e |Language modeling: "Pointwise Mutual Information (PMI) for Language Modeling" by R. B.
Frazer and J. H. Lafferty (https:/www.aclweb.org/anthology/WO00-1308.pdf)

e |[nformation retrieval:|"Information Retrieval using PMI-based Word Representations'|by T.
Mitamura and K. Kise (https://www.aclweb.org/anthology/C04-1100.pdf)

¢ Machine translation: "PMI-based Word Alignment for Statistical Machine Translation" by K.

Toutanova and C. D. Manning (https://www.aclweb.org/anthology/W03-0419.pdf)

[PDF] scitepress.org

[PDF] aclanthology.org

[PDF] arxiv.org
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Two US lawyers fined for submitting
fake court citations from ChatGPT

Law firm also penalised after chatbot invented six legal cases that
were then used in an aviation injury claim

Ill\mw -!.1 0 ' — — MdShﬂble India Entertainment Culture Tech  Science Mobility Podcast Mashable Deals Q s
i 1 | ! .

Tech

Air Canada Loses Court Case After Its Chatbot Hallucinated
Fake Policies To a Customer

The airline argued that the chatbot itself was liable. The court disagreed.

By Chase Dibenedetto Feb. 18,2024 f X

O The judge said one of the fake decisions had 'some traits that are superficially
actual judicial decisions' but other portions contained ‘gibberish’ and were 'nonse
Photograph: Richard Drew/AP

A US judge has fined two lawyers and a law firm $5,000 (£3,935
citations generated by ChatGPT were submitted in a court filing

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrq6HC-TLp/view 11
-
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Core Limitations of Parametric LLMs

 Hallucinations

12




Core Limitations of Parametric LLMs

° HaI|UCinationS rave allyil rrivig iciriay miugic \l/ ral Luicy daic sciiialitcally icialtcu

and can be used interchangeably in certain contexts.

* Verifiability issues Message ChatGPT.. 0@

ChatGPT can make mistakes. Consider checking important information. ‘

13




Verifiability

Overall, PMI is a useful measure for ide

be applied to a wide range of NLP task

@ You

Can you give me citations for the abovt

Q ChatGPT

Here are some references for the exa

| provided:

Cc 25 aclanthology.org/W00-1308.pdf

./ SlyYy ovib i riactdratl ialiryuayc PIU\JUDDII‘IH‘\I‘II_I J Ll

= Enriching the Knowledge Sources Used in a Maximum Entropy Part-of-Speech Tagger 1 /8 — 182% -+

EI)

Enriching the Knowledge Sources Used in a Maximum Entropy
Part-of-Speech Tagger

Kiristina Toutanova
Dept of Computer Science
Gates Bldg 4A, 353 Serra Mall

Stanford, CA 94305-9040, USA
kristina @cs.stanford.edu

Abstract

This paper presents results for a maximum-
entropy-based part of speech tagger, which
achieves superior performance principally
by enriching the information sources used
for tagging. In particular, we get improved
results by incorporating these features:

e |Language modeling: "Pointwise Mutual Information (PMI) for Language Modeling" by R. B.

Frazer and J. H. Laffertyl (https://www.aclweb.org/anthology/W00-1308.pdf)

e |[nformation retrieval: "Information Retrieval using PMI-based Word Representations” by T.
Mitamura and K. Kise (https://www.aclweb.org/anthology/C04-1100.pdf)
¢ Machine translation: "PMI-based Word Alignment for Statistical Machine Translation" by K.

Toutanova and C. D. Manning (https://www.aclweb.org/anthology/W03-0419.pdf)

Christopher D. Manning
Depts of Computer Science and Linguistics
Gates Bldg 4A, 353 Serra Mall
Stanford, CA 94305-9040, USA
manning @cs.stanford.edu

This paper explores the notion that automat-
ically built tagger performance can be further
improved by expanding the knowledge sources
available to the tagger. We pay special attention
to unknown words, because the markedly lower
accuracy on unknown word tagging means that
this is an area where significant performance

gains seem possible.
c}){e adont a2 maximum entronv annroach
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Core Limitations of Parametric LLMs

Hallucinations

Verifiability issues

Knowledge cut-offs

Learning failures

O

©

You
Who is Aditya Grover? Where does he teach?

<6/6

ChatGPT

Aditya Grover is a researcher and scientist known for his work in machine learning and artificial

intelligence| As of my last update in January 2022,|he was a Ph.D. candidate at Stanford University,

working with Prof. Stefano Ermon in the Stanford Artificial Intelligence Lab (SAIL). However, there
might have been updates since then. He has contributed to various areas of machine learning,
including generative models and reinforcement learning. His research often focuses on

developing algorithms that can learn and generalize from data efficiently.

16




Core Limitations of Parametric LLMs

* Hallucinations
* Verifiability issues
* Knowledge cut-offs

* Learning failures

17
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Parametric LLMs — Training vs Test

- BN IR T NN e s
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AER o

The capital city of Ontario is Toronto The capital city of Ontario is

Y, ¢

Training time Test time

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6ijgdfFObsqHKXrq6HC-TLp/view 19
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Parametric LLMs — Training vs Test
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Closed Book vs Open Book Exams

Parametric LLMs

Bake in Knowledge
at Train Time

“Closed book”

Image source: http://arxiv.org/abs/2403.10131 21
-
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Closed Book vs Open Book Exams

Parametric LLMs

Model can use
External Docs at Test

Bake in Knowledge
at Train Time

“Closed book” “Open book”

Image source: http://arxiv.org/abs/2403.10131 22
-
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Closed Book vs Open Book Exams

Parametric LLMs Retrieval-based LLMs

Model can use
External Docs at Test

Bake in Knowledge
at Train Time

“Closed book” “Open book”

Image source: http://arxiv.org/abs/2403.10131 23
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How to use the Book?

* Qutput interpolations - After solving the
qguestion yourself?

Output

24




k NN-LM (Khandelwal et al.2020)

ti |

Test Context Target Representation | |

T q = f(z) | |
Obama’s birthplace is ? ;

Parametric distribution

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 20




k NN-LM (Khandelwal et al.2020)

Training Contexts Targets || Representations Distances Nearest k Normalization
Ci (0 ki = f(ci) d; = d(g, k) plki) o exp(—d;)
Obama was senator for | lllinois C..O.] — > 4 Hawali |3 [ Hawaii|0.7
Barack is married to | Michelle —>| 100 linois |4 >  lllinois |0.2
Obama was born in | Hawaii > 5 Hawaii |56 [ Hawaii|0.1
Obama is a native of | Hawaii -( @O ) . 3
A
Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 26




k NN-LM (Khandelwal et al.2020)

Training Contexts Targets || Representations Distances Nearest k Normalization
C; U; ki = f(ci) d; = d(q, ki) p(ki) o exp(—d;)
Obama was senator for | lllinois C..O.) — > 4 Hawaii |3 ™ Hawaii|0.7
Barack is married to | Michelle —> 100 linois |4 [~  lilinois|0.2
Obama was born in | Hawaii - 5 Hawaii |5 | Hawaii|0.1
Obama is a native of | Hawaii . 3
A
Test Context Target Representation ‘,
T 9= /(@) Parametric distribution
Obama’s birthplace is ? |

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 2/




k NN-LM (Khandelwal et al.2020)

Training Contexts Targets || Representations Distances Nearest k Normalization
C; U; ki = f(ci) di = d(q, k;) pk;) o< exp(—d;)
Obama was senator for | lllinois C..O.) — > 4 Hawaii |3 [ Hawaii|0.7
Barack is married to | Michelle —> 100 lliinois |4 |  lllinois |0.2
Obama was born in | Hawaii > 5 Hawaii |5 | Hawaii|0.1
Obama is a native of | Hawaii 000 — 3 Interpolation
A ply)=Apin () +(1=AJpLv(y)
Test Context Target Representation , y ilo.6
'y C e . awaii | 0.
T 1=/ Parametric distribution | minois B
Obama'’s birthplace is ? '

A :hyperparameter
Pinn-tmW %) = (1= A)Pu(y|x) + APin (| x)

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 28



How to use the Book?

* Qutput interpolations - After solving the
qguestion yourself?

* Intermediate fusion — modify the LM
architecture to be aware of the book?

29




Regular decoder

X3 | Transformers blocks (xL)

Borgeaud et al. Improving language models by retrieving from ftrillions of tokens. ICML 2021. 30
- .




Decoder in RETRO

Ei E; Ej
X7 —p —P
X3 RETRO blocks (xL)

Chunked Cross Attention (CCA)

Borgeaud et al. Improving language models by retrieving from ftrillions of tokens. ICML 2021. 31
L BN




How to use the Book?

* Qutput interpolations - After solving the
qguestion yourself?

* Intermediate fusion — modify the LM
architecture to be aware of the book?

* Input augmentation (RAG) - Before you start l
solving?

32




Outline

* Motivation

* Drawbacks of Parametric LLMs — hallucination, verification ...

* Motivating Retrieval-based LLMs — close book vs open book

* Retrieval Methods — sparse, dense, reranking, black-box
e REALM, RAG — seminal works
* Overview of Training Techniques — independent, sequential, joint training ...

* Limitations — lost in the middle, still hallucinating, retriever failures ...
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Retrieval Based LLMs - Architecture
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Document
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Retrieval Based LLMs - Architecture
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Retrieval Based LLMs - Architecture
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: System
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Outline

* Motivation
* Drawbacks of Parametric LLMs — hallucination, verification ...

* Motivating Retrieval-based LLMs — close book vs open book

* Major components of Retrieval-based LLMs — index, retrieve, read ...

* Retrieval Methods — sparse, dense, reranking, black-box

e REALM, RAG — seminal works
* Overview of Training Techniques — independent, sequential, joint training ...

* Limitations — lost in the middle, still hallucinating, retriever failures ...
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Retrieval Methods

» Sparse retrieval
 Document-level dense retrieval
* Token-level dense retrieval

» Cross-encoder reranking

 Black-box retrieval (just ask boogle/Bing)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf A4
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Sparse Retrieval

* Express the query and document as a sparse word frequency vector (usually
normalized by length)

g=what is nlp
what 0.33

candy / 0 \
nip 0.33

S 0.33
language \ 0 /

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf A5
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Sparse Retrieval

* Express the query and document as a sparse word frequency vector (usually
normalized by length)

d‘l — what is life ?

O|=What S n|p candy is life |
what 0.33 0.25
candy / 0 \ 0.125\

nip 0.33 0

S 0.33 0.25
language \ 0 / \ 0 /

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf A6
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Sparse Retrieval

* Express the query and document as a sparse word frequency vector (usually
normalized by length)

d‘l — what is life ? d2 — nlp is an acronym for

g=what is nlp candy is life ! natural language processing
what 0.33 0.25 0
candy / 0 \ 0.125\ / 0 \
nip 0.33 0 0.125

IS 0.33 0.25 0.125
Ianguage\o / \0/ \0/

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 47
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Sparse Retrieval

* Express the query and document as a sparse word frequency vector (usually
normalized by length)

g=what is nip dl@ﬁ@?&fﬁ”” ?jur;;;'SJZSQ ey, g?o‘i r;e;!i‘ﬁ;i e
what 0.33 0.25 0
candy / 0 \ 0.125\ / 0 \ \
nip 0.33 0 0.125 0.125

_L
OONO

wden (7] V) VST NS

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf A8
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Sparse Retrieval

* Express the query and document as a sparse word frequency vector (usually
normalized by length)

g=what is nip d1c;dﬁ2??f;3!"fe? ?iu;lar;'SJZSQ e, g?oi et on i
what 0.33 0.25 0 0
candy / 0 \ 0.125\ / 0 \ / 0 \
glle 0.33 0 0.125 0.125

s VR CVARTYARYY

g*di = 0.165| g*ds = 0.0825 Q*ds = 0.0413

* Find the document with the highest inner-product or cosine similarity in the
document collection

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf A9
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Term Weighting (see Manning et al. 2009)

e Some terms are more important than others; Low-frequency words (A4F Lamdy) are often more
important than (#9&, & for, then, them..)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 50
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Term Weighting (see Manning et al. 2009)

» Some terms are more important than others; Low-frequency words (WEE Band)) are often more
important than (#7&, & for, then, them..)

e [erm frequency - in-document frequency (TF-10F)

r

TF-IDF(t,d) = <

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 51
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Term Weighting (see Manning et al. 2009)

» Some terms are more important than others; Low-frequency words (WEE Band)) are often more
important than (#7&, & for, then, them..)

e [erm frequency - in-document frequency (TF-10F)

r

TF-IDF(t,d) = <

o BMZa: TF term similar to smoothed count-based LM

BM-25(¢, d)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 52
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Term Weighting (see Manning et al. 2009)

» Some terms are more important than others; Low-frequency words (WEE Band)) are often more
important than (#7&, & for, then, them..)

e [erm frequency - in-document frequency (TF-10F)

r

TF-IDF(t,d) = <

o BMZa: TF term similar to smoothed count-based LM

BM-25(¢, d)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 53
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Dense Embeddings

* Encode all plefebl=aisfusing a LM and index
them (one time task). Can use:

v Out-of-the-box embeddings. E.g. BERT
v'Learned embeddings (covered later)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 54
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Dense Embeddings

* Encode all plefebl=aisfusing a LM and index
them (one time task). Can use:

v Out-of-the-box embeddings. E.g. BERT
v'Learned embeddings (covered later)

query —oeee

e At test time:

" Encode

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 55
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Dense Embeddings

* Encode all plefebl=aisfusing a LM and index
them (one time task). Can use:

v Out-of-the-box embeddings. E.g. BERT
v'Learned embeddings (covered later)

query — oeee <«—»

e At test time:

" Encode

" Find similar documents

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 56
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Training Dense Embeddings

Inner Product Similarity

\OOO?OOQ\ WQQQ?QQGW
Query Encoder Doc Encoder

Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 57
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Training Dense Embeddings

Inner Product Similarity

/ \ L(q,p'l',p;,p;, 'p;)

[0000000] [ooooooo] o
t $ - log exp(sim(g, p*))

Query Encoder B Doc Encoder exp(sim(g, p*)) + 3 ., exp(sim(g, p} )

Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 58
- .
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Training Dense Embeddings

Inner Product Similarity

\ L(qu;p;, - P

[0000000] 000000 0] Positive passage

t $ - log exp(sim(g, p*))
Query Encoder | Doc Encoder exp(sim(g, p*)) + %, ., exp(sim(g, 7y )

f

Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 59
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Training Dense Embeddings

Inner Product Slml|al’|ty Negative passages
Too expensive to consider all negatives!

[O000000] 00000 O0] Positve passage o
t $ - log exp(sim(g, p*))

Query Encoder B Doc Encoder exp(sim(g, p*)) + 3 ., exp(sim(g, p} )

Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 60 89



https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrq6HC-TLp/view

Training Dense Embeddings

Inner Product Similarity

\ L(q,pﬂp;p;, ---,p;)
coooo000] [oooooool exp(sim(a, p*)
. | X 1

T T = - log P cid

Query Encoder B Doc Encoder exp(sim(q,p*)) + ¥ ., exp(sim(g, p} )

Contrastive learning

Query Text chunks

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 61
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Training Dense Embeddings

Inner Product Similarity

\ L(q,pﬂp;p;, ---;p;)
coooo000] [oooooool exp(sim(a, p*)
. | X 1

T T = - log P cid

Query Encoder B Doc Encoder exp(sim(q,p*)) + ¥ ., exp(sim(g, p} )

Contrastive learning

@ Positive @ Positive

-
0
.
.
0
-
-
-
0
-
0
.
-
-
-
o
-

) 6 <-....
Query Text ChunkS . ............... * ............................ .,.

Negative Negative

Karpukhin et al. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 62
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Training Dense Embeddings

* Select positive and negative documents, train using a contrastive loss

* DPR (Karpukhin et al. 2020): learn encoders based on a BM25 hard
negatives and in-batch negatives.

* Contriever (lzacard et al. 2022): contrastive learning using two random
spans as positive pairs - Unsupervised dense retrieval model.

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf
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Independent Cropping in Contriever (lzacard et al.

2022):

his former company.

anct o]
He became
the saviour of his car

was largely respons

pany and
Ible ...

[ Apple merged with NeXT _

bEte\TévJobs beca}ne CEE) of |
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Dense Embeddings

* Encode all plefebl=aisfusing a LM and index
them (one time task). Can use:

v Out-of-the-box embeddings. E.g. BERT
v'Learned embeddings (covered later)

guery — 0008 <+«—»

e At test time:

" Encode

" Use Nearest Neighbor Search to find
similar documents

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 65
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Dense Embeddings

* Encode all plefebl=aisfusing a LM and index
them (one time task). Can use:

v Out-of-the-box embeddings. E.g. BERT
v'Learned embeddings (covered later)

guery — 0008 <+«—»

* At test time:
= Encode [OU[E1aY;

" Use Nearest Neighbor Search to find
similar documents

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 66
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Approximate Nearest Neighbor Search
Maximum Inner Product Search (MIPS)
* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 67
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

..T..

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 63
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 69
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

N\

\\ " rrl
AN

.x —
[N

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf /0
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

100
. 101 : .
110 ® T o ® . . .

Graph-based search: create
*hubs” and search from there

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf /1
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

.100 101 & . L
110 @ T ° o . ..
& e @

Graph-based search: create
*hubs” and search from there

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf /72
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

100
o 101
110 e T o ®

Graph-based search: create
*hubs” and search from there

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf /3
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Approximate Nearest Neighbor Search (MIPS)

* Methods to retrieve embeddings in sub-linear time

Locality sensitive hashing:
make partitions in continuous
space, use like inverted index

100
o 101
110 e T o ®

Graph-based search: create
*hubs” and search from there

011

» Software: ANNOY (Spotify), FAISS

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf
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Bi-Encoder Scoring

]

Query Document

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf Figure from Khattab et al. (2020) 75
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Cross-Encoder Reranking

* Jointly encode both queries and documents using neural model (Nogueira et

al. 2019)
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Figure from Khattab et al. (2020)
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Cross-Encoder Reranking

* Jointly encode both queries and documents using neural model (Nogueira et

al. 2019)

Query

* Precludes approximate nearest neighbour lookup, so can only be used on
small number of candidates

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search
via Contextualized Late Interaction over BERT

Significantly more effective
(but more costly) than
single-vector retrieval

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf

Document

Offline Indexing

Figure from Khattab et al. (2020)
.
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search
via Contextualized Late Interaction over BERT

Significantly more effective
(but more costly) than
single-vector retrieval

Query Encoder, f,

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf

Query

Document

Offline Indexing

Figure from Khattab et al. (2020)
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search
via Contextualized Late Interaction over BERT

Significantly more effective
(but more costly) than
single-vector retrieval

Query Encoder, f,

Query

Document

Offline Indexing

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf Figure from Khattab et al. (2020)
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search
via Contextualized Late Interaction over BERT

Significantly more effective
(but more costly) than
single-vector retrieval

Query Encoder, f,

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf

MaxSim

Query

Document Encoder, £,

Offline Indexing

Document

Figure from Khattab et al. (2020)
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Hypothetical Document Embeddings (Gao et al. 2023)

* Generate a “hypothetical document” for the query using an LLM, and try to
look it up

* Can be easier than trying to match under-specified query

write a passage to answer the question _
How wisdom teeth are removed...

Some ... a few minutes, whereas
others can take 20 minutes or
longer....

how long does it take to remove
wisdom tooth 5 H y D E It usually takes between 30

minutes and two hours to
remove a wisdom tooth...

e \

write a scientific paper passage to answer
the question
How has the COVID-19 pandemic impacted
mental health?

] ... two studies investigating
COVID-19 patients ... significantly

higher level of depressive ...

...depression and anxiety had

increased by 20% since the Contriever
start of the pandemic... _

1
p ey '

write a passage in Korean to answer the

question in detail
QU2 AN ES AHER =717

instruction query generated document real document

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 82
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Outline

* Motivation
* Drawbacks of Parametric LLMs — hallucination, verification ...

* Motivating Retrieval-based LLMs — close book vs open book
* Major components of Retrieval-based LLMs — index, retrieve, read ...
* Retrieval Methods — sparse, dense, reranking, black-box
* Overview of Training Techniques — independent, sequential, joint training ...

* Limitations — lost in the middle, still hallucinating, retriever failures ...
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Retrieval Based LLMs - Architecture

Retrieval

Off-shelf Index:

uer Eleni
> Google, BM25, <« Query | ekl
Elser

Documents
: : - Passages
v Simply combine existing models [ M) D
available off the shelf! |  Query
: System
v' Check: LangChain; Liamalndex GPT-x
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Retrieval Based LLMs - Architecture

 REALM (Guu et al 2020): Retrieval-Augmented Language Model Pre-Training
ICML 2020

* RAG (Lewis et al 2020): Retrieval-Augmented Generation for Knowledge-
Intensive NLP Tasks
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Google

BERT

REALM (Guu et al 2020)

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

World Cup 2022 was ... the increase to [MASK] in 2026.

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrg6HC-TLp/view 86
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REALM (Guu et al 2020)

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

q (=x)
$ World Cup 2022 was ... the increase to [MASK] in 2026.

.
.

k chunks of text FIFA World Cup 2026
(passages) will expand to 48 teams.

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 87
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REALM (Guu et al 2020)

x = World Cup 2022 was the last before the increase to [MASK] in the 2026 tournament.

—> FIFA World Cup 2026 will expand to 48 teams.

X
¢ World Cup 2022 was ... the increase to [MASK] in 2026.

l

k chunks of text FIFA World Cup 2026
(passages) will expand to 48 teams. 48

Retrieve stage Read stage

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 88
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REALM (Guu et al 2020)

[CLS] z4 [SEP] x

[CLS]z2 [SEPT X \ Weighted average

[CLS]z, [SEP]x  —b —% P(y|x,z) /

POl = 5 PEINPEI2)
©'etriegg2?te;[gg ];reoarg gt]aege
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REALM (Guu et al 2020)

[CLS] z4 [SEP] x

[CLS]z2 [SEPT X \ Weighted average

[CLS]z; [SEP]x  —b — P(v|x,z) /

P(z;|x)

Pol= 5 PEIPEIx?)

from the
z€D retrieve stage ';';Oarg gt]aege Plx,z;) PUlx, z,)
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REALM (Guu et al 2020)

[CLS]z; [SEP] X — —» P(y|x,21) 3

[CLS] z, [SEP] X

i Weighted average
[CLS] z; [SEP] x
/”“* 0 if not one of top k
s PE|XPY|x,2)
Need to approximate © | | rom e, T
Consider top k chunks only ~-etrieve stage  read stage
Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. a1 M




REALM: Joint Training

Trainable components

 Retriever
e Document Encoder
* Query Encoder

e Reader: LM
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REALM: Training

Maximize Z Pn(2|2)po(Yilz, 2, y1:i-1)
zetop-k(p(-|z))

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 93
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REALM: Training

Maximize Z Pn(2|2)po(Yilz, 2, y1:i-1)
z€top-k(p(-|z)) Retriever
q (5x)

il

Index

top-K retrieved chunks ¢

The pyramidion on top
allows for less material

higher up the pyramid.

Py (z]x)
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REALM: Taining

Maximize Z Pn(2|2)po(Yilz, 2, y1:i-1)
z€top-k(p(-|z)) Retriever. Reader

q (=X) The pyramidion on top ... the pyramid.

$ The [MASK] at the top of the pyramid.

Index

top-K retrieved chunks ir

The pyramidion on top
allows for less material

higher up the pyramid.
pyramid
P (z]x) Poly|x, z)
Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 95




REALM: Taining

Maximize Z Pn(212)po(Yil®, 2, Y1:i-1)
zetop-k(p(-|x
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REALM: Training Approximations

* Freeze top-k documents
* Freeze index (document embeddings), but search top-k documents

 Update index every T steps
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REALM — Results

NQ WQ CT

Name Architectures Pre-training (T9k/4K)  (3k/2K) (1K /1K) # params

Baselines with Frozen retriever + reranking

DrQA (Chen et al., 2017) Sparse Retr.-+-DocReader N/A - 20.7 25.7 34m
HardEM (Min et al., 2019a) Sparse Retr.+Transformer BERT 28.1 - - 110m
GraphRetriever (Min et al., 2019b) GraphRetriever+Transformer BERT 31.8 31.6 - 110m

PathRetriever (Asai et al., 2019) PathRetriever+Transformer MLM 32.6 - - 110m
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REALM — Results

NQ WQ CT

Name Architectures Pre-training (T9k/4K)  (3k/2K) (1K /1K) # params

Baselines with Frozen retriever + reranking

DrQA (Chen et al., 2017) Sparse Retr.-+-DocReader N/A - 20.7 25.7 34m

HardEM (Min et al., 2019a) Sparse Retr.+Transformer BERT 28.1 - - 110m

GraphRetriever (Min et al., 2019b) GraphRetriever+Transformer BERT 31.8 31.6 - 110m

PathRetriever (Asai et al., 2019) PathRetriever+Transformer MLM 32.6 - - 110m
REALM

Ours (X = CC-News, Z = Wikipedia)  Dense Retr.+Transformer REALM 40.4 40.7 42.9 330m
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REALM: Index update rate

How often should we update the retrieval index?
- Frequency too high: expensive
- Frequency too slow: out-dated

REALM: updating the index every 500 training steps

40
35

EM score on NQ 13Q

25

20

REALM 30x slower update

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 100
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RAG: Retrieval-Augmented Generation for Knowledge-
Intensive NLP Tasks (Lewis et al. 2020)

Define "middle ear" (x) (- The middle ear includes

End-to-End Backprop through q and pg the tympanic cavity and
Question Answering: the three ossicles. (y)
Question Query

Query Retriever Pn Document Generator pg Question Answering:

Answer Generation
Encoder (Non-Parametric) Index
Barack Obama was

born in Hawaii. (x)

(Parametric)

supports (y)

Fact Verification: Fact Query Margin- Fact Verification:

. Label Generation
alize
The Divine -
Comedy (x)

This 14th century work
is divided into 3

Jeopardy Question

sections: "Inferno",
Generation: "Purgatorio" &
Answer Query "Paradiso" (y)
Question Generation
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RAG: Joint Training Equation (Lewis et al. 2020)

RAG-Token Model

Same as REALM

0

pRAG-TOken (y | L )
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RAG: Joint Training Equation (Lewis et al. 2020)

RAG-Token Model

Same as REALM

pRAG-TOken (y | ;1?) ~
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RAG: Joint Training Equation (Lewis et al. 2020)

RAG-Token Model

PRAG-Token yll' H Z p?’](z‘x)pﬁ(y”xjZ‘ijyl:i—l)

1 zetop-k(p(-|x))
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RAG: Joint Training Equation (Lewis et al. 2020)

RAG-Token Model

PRAG-Token ?Jll' H Z p?’](z‘x)pﬁ(y”xjZ‘ijyl:i—l)

1 zetop-k(p(-|x))
RAG-Sequence Model

pRAG-Sequence(y‘:E Zp’f) Z‘x)pé 'g‘ﬂf Z Zp?? Z‘l’ H yz‘fﬁ < yl?, 1)
z€top-k(p(-|x)) z€top-k(p(-[z)
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Outline

* Motivation
* Drawbacks of Parametric LLMs — hallucination, verification ...

* Motivating Retrieval-based LLMs — close book vs open book
* Major components of Retrieval-based LLMs — index, retrieve, read ...

* Retrieval Methods — sparse, dense, reranking, black-box

e REALM, RAG — seminal works

* Limitations — lost in the middle, still hallucinating, retriever failures ...
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Training methods for  retrieval-augmented LMs

° training
° training
® Joint training
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Training methods for  retrieval-augmented LMs

° training
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Independent Training

Retrieval models and language models are trained independently

- Training language models

Input =g -~ Output

- Training retrieval models

ZA AN A TS

R

AW %‘:‘;\E‘&Y}\.\Qgﬁ}é

%%@3%\3&%%‘ RS ‘m
AN SR R T
DA RO Rt

AN
N

Retriever

Query
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RAG with LMs using different retrievers

B No Retrieval B BERT © Contriever M Spider B BM25 Better retrieval model
40 Better base LMs

~—~—3 Better retrieval-based LMs

32.1
30.2
19.9}20.0
1753 5 Each component can be improved
separately

GPT-2 117M (S) GPT-2 1.5B (XL)

Perplexity
S

)
o

10

Ram et al. In-Context Retrieval-Augmented Language Models. TACL 2023. 110
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Independent Training

lib Work with off-the-shelf models (no extra training required)

lf) Each part can be improved independently
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Independent Training

l{b Work with off-the-shelf models (no extra training required)

0 Each part can be improved independently

I’ LMs are not trained to leverage retrieval

I’ Retrieval models are not optimized for LM tasks/domains
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Training methods for  retrieval-augmented LMs

° training
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Sequential Training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one
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Sequential Training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one
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Sequential Training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one
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Sequential Training

- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

RETRO (Borgeaud et al., 2021) 'REPLUG (Shi et al., 2023)
"|mpraving language models by retrieving from REPLUG: Retrieval-Augmented Black-Box Language Models
trillions of tokens"
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Sequential Training

0 Work with off-the-shelf components (either a large index or a powerful LM)

0 LMs are trained to effectively leverage retrieval results.
6 Retrievers are trained to provide text that helps LMs the most.

I’ One component is still fixed and not trained.
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Sequential Training

0 Work with off-the-shelf components (either a large index or a powerful LM)

0 LMs are trained to effectively leverage retrieval results.

6 Retrievers are trained to provide text that helps LMs the most.

Let's jointly train retrieval models and LMSs!
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Training methods for  retrieval-augmented LMs

® Joint training
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Joint Training

0 End-to-end trained — each component is optimized

lf) Good performance

I’ Training is more complicated
(async update, overhead, data batching, etc)

I’ Train-test discrepancy still remains




Outline

Motivation
* Drawbacks of Parametric LLMs — hallucination, verification ...

* Motivating Retrieval-based LLMs — close book vs open book
Major components of Retrieval-based LLMs —index, retrieve, read ...
Retrieval Methods — sparse, dense, reranking, black-box

REALM, RAG — seminal works

Overview of Training Techniques — independent, sequential, joint training ...

Limitations — lost in the middle, still hallucinating, retriever failures ...
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Lost in the Middlel

20 Total Retrieved Documents (~4K tokens)
* As Context Increases, Models 7z @
Miss Relevant Info

* “lost-in-the- middle” (Liu et al. - 70
2023) demonstrates that models & __ %4
. . . =)
pay less attention to things in the O P
- - < \
middle of context windows - v J
_____ S e ___
1st 5th 10th 15th 20th

Position of Document with the Answer

-@— gpt-3.5-turbo-0613
- = gpt-3.5-turbo-0613 (closed-book)
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Retrieval-augmented LMs can still hallucinate

% What are the latest discoveries from the James Webb
" Space Telescope?

O'D The James Webb Space Telescope is designed to peer

#7) into the dusty clouds of gas where stars and planetary
systems are born. Webb has captured the first direct
image of an exoplanet, and the Pillars of Creation in the
Eagle Nebula[1][2]. Additionally, the telescope will be
used to study the next interstellar interloper(3].

(*Some generated statements may nct be fully supported by
citations, while others are fully supported.)

Cited Webpages

[1]: @ nasa.gov ()¢citation does not support its associated statement)
NASA's Webb Confirms Its First Exoplanet
.. Researchers confirmed an exoplanet, a planet that arhits another
star, using NASA's James Webb Space Telescope for the first time. ...

[2]: mcnn.com (/1. citation partially supports its associated statement)
Pillars of Creation: James Webb Space Telescope ...
... The Pillars of Creation, in the Eagle Nebula, is a star-forming region
captured in a new image (right) by the James Webb Space Telescope
that reveals more detail than a 2014 image (left) by Hubble ...

[3]: @ nasa.gov ([citation fully supports its associated statzment)
Studying the Next Interstellar Interloper with Webb
...Scientists have had only limited ability to study these objects once
discovered, but all of that is about to change with NASA's James
Webb Space Telescope...The team will use Webb's spectroscopic
capabilities in bath the near-infrared and mid-infrared bands to study
two different aspects of the interstellar object.

Liu et al. Evaluating Verifiability in Generative Search
Engines. Findings of EMNLP 2023.
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Quantifying Hallucination

Pointwise Mutual Information Based Metric and Decoding Strategy for
Faithful Generation in Document Grounded Dialogs

Yatin Nandwani, Vineet Kumar, Dinesh Raghu, Sachindra Joshi and Luis A. Lastras
IBM Research, Al

{yatin.nandwani@, vineeku6@in, diraghul@in, jsachind@in, lastrasl@us}.ibm.com

Abstract

A major concern in using deep learning based
generative models for document-grounded di-
alogs 1s the potential generation of responses
that are not faithful to the underlying document.
Existing automated metrics used for evaluating
the faithfulness of response with respect to the
grounding document measure the degree of sim-
ilarity between the generated response and the

AAamiirmmant’a nAantant Awxrraxra +» thaoca anntAanmiatad

Document

Creating a free my Social Security account takes less than 10
minutes, lets you set up or change your direct deposit and gives
you access to many other online services.

Dialog History

® Hi, 1s the social security account free of charge?

Next Responses

)
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Retrieval Failures

Question: Phobos should be classified
as which type of body?

\.!

Knowledge Statements

1. Phobos orbits Mars.

2. Mars is a kind of planet.

3. Moons orbit planets.

4. Phobos is named after the Greek
god of fear and panic.

5. Amoon is located in space.

6. Classifying is a Kind of science

._process.

Retrieved Statements

retriever
»

J

‘L ideal retriever
g ~

Retrieved Statements

+ Phobaos orbits Mars.
+ Mars is a kind of planet.

+ Moons orbit planets.

h. o

BehnamGhader et al. Can Retriever-Augmented Language Models Reason”? The Blame

+ Phobos orbits Mars.

- Phobos is named after the
Greek god of fear and panic.
- Classifying is a kind of
science process.

Retrieval fails to fetch correct

information.

Game Between the Retriever and the Language Model. EMNLP Findings 2023.
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Reasoning Failures

# _ N . 3 . .
Question: Phobos should be classified Retrieved Statements ® Retneval fa | IS to fetch correct
as which type of body? — S : :
Knowledge Statements + Phobos orbits Mars. information.
1. Phobos orbits Mars. retriever| - Phobos is named after the
2. Mars is a kind of planet. » Greek god of fear and panic.
3. Moons orbit planets. - Classifying is a kind of
4. Phobos is named after the Greek sclence process.
god of fear and panic. . >
5. Amoon is located in space.
6. Classifying is a Kind of science r ~
\_process. J KNN-LM | orbits Mars.
l ideal retriever REALM | Phobos
i~ ) . . .
Retrieved Statements | 2o a00 | 2o | moon * Even with ideal retriever, LM
model . . .
+ Phobos orbits Mars. ATLAS | Moons orbit planets. fails to give right answer.
+ Mars is a kind of planet.
+ Moons orbit planets. Flan-T5 | a moon
A, J . v

BehnamGhader et al. Can Retriever-Augmented Language Models Reason”? The Blame
Game Between the Retriever and the Language Model. EMNLP Findings 2023. T




Adapt LM to Domain Corpus?

RAFT: Adapting Language Model to Domain Specific RAG

Tianjun Zhang Shishir G. Patil Naman Jain Sheng Shen Matei Zaharia Ion Stoica Joseph E. Gonzalez

tianjunzlberkeley.edu, shishirpatil@berkeley.edu

Abstract

Pretraining Large Language Models (LLMs) on
large corpora of textual data is now a standard
paradigm. When using these LLMs for many
downstream applications, it is common to ad-
ditionally bake in new knowledge (e.g., time-
critical news, or private domain knowledge) into
the pretrained model either through RAG-based-
prompting, or finetuning. However, the optimal
methodology for the model to gain such new
knowledge remains an open question. In this pa-

i main mwrn amarmn ok TY adcatmavenl A e mean manb A T oA T

UC Berkeley

ments). In these settings, general knowledge reasoning is
less critical but instead, the primary goal 1s to maximize ac-
curacy based on a given set of documents. Indeed, adapting
LLMs to the specialized domains (e.g., recent news, enter-
prise private documents, or program resources constructed
after the training cutoff) is essential to many emerging ap-
plications (Vu et al., 2023; Lazaridou et al., 2022) and 1s the
focus of this work.

This paper studies the following question — How to adapt
pre-trained LLMs for Retrieval Augmented Generation
(RAG) in specialized domains?
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Important Resources

* LangChain ; Llamalndex — overall frameworks
* | ucene — BM25 sparse retriever

* ANNOQOY, FAISS, CromaDB - dense embeddings and retrievers
* Comprehensive RAG (CRAG) Benchmark - kpb cup 2024
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