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Parametric LLMs
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Parametric LLMs – amazing creative writers!
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Parametric LLMs – Stellar performance in exams!

OpenAI – GPT-4 Technical Report
https://arxiv.org/abs/2303.08774

Slide source: https://drive.google.com/file/d/1YUpp7L1SCK6jgdfFObsqHKXrq6HC-TLp/view 6
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Core Limitations of Parametric LLMs

• Hallucinations

• Verifiability issues

• Copyright issues

• Knowledge cut-offs

• Learning failures
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Parametric LLMs – Training vs Test
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Closed Book vs Open Book Exams

Image source: http://arxiv.org/abs/2403.10131

Parametric LLMs Retrieval-based LLMs
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How to use the Book?
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Input

Output

LM

• Output interpolations - After solving the 
question yourself?



kNN-LM (Khandelwal et al.2020)

Parametric distribution

Khandelwal et al. Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020. 25
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How to use the Book?
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Input

Output

LM

• Output interpolations - After solving the 
question yourself?

• Intermediate fusion – modify the LM 
architecture to be aware of the book?



Regular decoder

EMB

x1

x2

x3

ATTN FFN
HEAD

Transformers blocks (xL)

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021. 30



EMB

Decoder in RETRO

EMB

x1

x2

x3

ATTN CCA FFN
HEAD

Chunked CrossAttention (CCA)

Borgeaud et al. Improving language models by retrieving from trillions of tokens. ICML 2021.

RETRO blocks (xL)

E1 E2 E3
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How to use the Book?
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Input

Output

LM

• Output interpolations - After solving the 
question yourself?

• Intermediate fusion – modify the LM 
architecture to be aware of the book?

• Input augmentation (RAG) - Before you start 
solving?
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 Simply combine existing models 
available off the shelf!

 Tools: LangChain; LlamaIndex
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Retrieval Methods

• Sparse retrieval

• Document-level dense retrieval

• Token-level dense retrieval

• Cross-encoder reranking

• Black-box retrieval (just ask Google/Bing)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 44
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Sparse Retrieval
• Express the query and document as a sparse word frequency vector (usually 

normalized by length)

• Find the document with the highest inner-product or cosine similarity in the 
document collection

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 45
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Term Weighting (see Manning et al. 2009)

• Some terms are more important than others; Low-frequency words (NLP, Candy) are often more 
important than (the, a, for, then, them…)

• Term frequency - in-document frequency (TF-IDF)

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf

• BM25: TF term similar to smoothed count-based LMS
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Dense Embeddings

• Encode all documents using a LM and index 
them (one time task). Can use:

Out-of-the-box embeddings. E.g. BERT

Learned embeddings (covered later)

• At test time:

 Encode Query

 Use Nearest Neighbor Search to find 
similar documents

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 54
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Query Text chunks

Inner Product Similarity

Karpukhin et al. Dense Passage Retrieval for Open-Domain QuestionAnswering. EMNLP 2020.

Training Dense Embeddings

57

Query Encoder Doc Encoder
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Query Text chunks

Inner Product Similarity

L(q, p+ , p− , p− , …, p−)
1 2 n

= − log
exp(sim(q, p+))

exp(sim(q +, p )) + ∑
n

j=1
exp(sim( −

jq, p ))

Training Dense Embeddings
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= − log
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Inner Product Similarity

L(q, p+ , p− , p− , …, p−)
1 2 n

= − log
exp(sim(q, p+))

exp(sim(q +, p )) + ∑
n

j=1
exp(sim( −

jq, p ))

Positive passage

Negative passages
Too expensive to consider all negatives!

Query Text chunks
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Query Text chunks

Inner Product Similarity

L(q, p+ , p− , p− , …, p−)
1 2 n

= − log
exp(sim(q, p+))

+exp(sim(q, p )) + ∑
n

j=1
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Contrastive learning

Training Dense Embeddings
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Query Text chunks

Inner Product Similarity

L(q, p+ , p− , p− , …, p−)
1 2 n

= − log
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Negative

Positive

Negative
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Training Dense Embeddings

• Select positive and negative documents, train using a contrastive loss

• DPR (Karpukhin et al. 2020): learn encoders based on a BM25 hard
negatives and in-batch negatives.

• Contriever (Izacard et al. 2022): contrastive learning using two random
spans as positive pairs - Unsupervised dense retrieval model.

63Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf
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Independent Cropping in Contriever (Izacard et al.
2022):

64

In 1997, Apple merged with NeXT, 
and Steve Jobs became CEO of 
his former company. He became 
the saviour of his company and 

was largely responsible …

Positives

Apple merged with NeXT

Steve Jobs became CEO of



Dense Embeddings

• Encode all documents using a LM and index 
them (one time task). Can use:

Out-of-the-box embeddings. E.g. BERT

Learned embeddings (covered later)

• At test time:

 Encode Query

 Use Nearest Neighbor Search to find 
similar documents
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Approximate Nearest Neighbor Search
Maximum Inner Product Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time
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Approximate Nearest Neighbor Search (MIPS)
• Methods to retrieve embeddings in sub-linear time

• Software: ANNOY (Spotify), FAISS
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Bi-Encoder Scoring
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Cross-Encoder Reranking

• Jointly encode both queries and documents using neural model (Nogueira et 
al. 2019)
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Cross-Encoder Reranking

• Jointly encode both queries and documents using neural model (Nogueira et 
al. 2019)

• Precludes approximate nearest neighbour lookup, so can only be used on 
small number of candidates

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf Figure from Khattab et al. (2020) 77
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search 
via Contextualized Late Interaction over BERT

Significantly more effective 
(but more costly) than 
single-vector retrieval
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search 
via Contextualized Late Interaction over BERT

Significantly more effective 
(but more costly) than 
single-vector retrieval
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search 
via Contextualized Late Interaction over BERT

Significantly more effective 
(but more costly) than 
single-vector retrieval
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Token-level Dense Retrieval

ColBERT: Efficient and Effective Passage Search 
via Contextualized Late Interaction over BERT

Significantly more effective 
(but more costly) than 
single-vector retrieval
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Hypothetical Document Embeddings (Gao et al. 2023)

• Generate a “hypothetical document” for the query using an LLM, and try to 
look it up

• Can be easier than trying to match under-specified query

Slide source: https://phontron.com/class/anlp2024/assets/slides/anlp-10-rag.pdf 82
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Outline

• Motivation

• Drawbacks of Parametric LLMs – hallucination, verification …

• Motivating Retrieval-based LLMs – close book vs open book

• Major components of Retrieval-based LLMs  – index, retrieve, read …

• Retrieval Methods – sparse, dense, reranking, black-box

• REALM, RAG – seminal works

• Overview of Training Techniques – independent, sequential, joint training ... 

• Limitations – lost in the middle, still hallucinating, retriever failures ...    
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Documents

GPT-x

Off-shelf Index:
Google, BM25, 

Elser

Passages

Query

Query

System 
Response

Retrieval Based LLMs - Architecture

Retrieval

Generation

 Simply combine existing models 
available off the shelf!

 Check: LangChain; LlamaIndex
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Retrieval Based LLMs - Architecture

• R E A L M (Guu et al 2020): Retrieval-Augmented Language Model Pre-Training
ICML 2020

• RAG (Lewis et al 2020): Retrieval-Augmented Generation for Knowledge-
Intensive NLP Tasks
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REALM (Guu et al 2020)

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

LM

World Cup 2022 was … the increase to [MASK] in 2026.

48

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.
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REALM (Guu et al 2020)

Retrieval

x = World Cup 2022 was the last with 32 teams before the increase to [MASK] in 2026.

q (=x)
World Cup 2022 was … the increase to [MASK] in 2026.

LM

FIFA World Cup 2026 

will expand to 48 teams.
k chunks of text 

(passages)

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 87



REALM (Guu et al 2020)

Retrieval

FIFA World Cup 2026 

will expand to 48 teams.

x

LM

FIFA World Cup 2026 will expand to 48 teams.

…

World Cup 2022 was … the increase to [MASK] in 2026.

48

Retrieve stage

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

Read stage

k chunks of text 

(passages)

x = World Cup 2022 was the last before the increase to [MASK] in the 2026 tournament.
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45

∑ P(z|x)P(y|x, z)
z∈𝒟

LM

[CLS] zk [SEP] x LM P(y |x, zk)

LM

[CLS] z1 [SEP] x P(y |x, z1)

[CLS] z2 [SEP] x P(y |x, z2)

…

Weighted average

from the 
retrieve stage

from the 
read stage

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020. 89
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P(y|x) = 
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∑ P(z|x)P(y|x, z)
z∈𝒟

LM

[CLS] zk [SEP] x LM P(y |x, zk)

LM

[CLS] z1 [SEP] x P(y |x, z1)

[CLS] z2 [SEP] x P(y |x, z2)

…

Weighted average

from the 
retrieve stage

from the 
read stage
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REALM (Guu et al 2020)

y

x

z1 z2 zn

P(z1|x)
P(zn|x)P(z2|x)

P(y|x, z1) P(y|x, zn)

P(y|x) = 



45

∑ P(z|x)P(y|x, z)
z∈𝒟

LM

[CLS] zk [SEP] x LM P(y |x, zk)

LM

[CLS] z1 [SEP] x P(y |x, z1)

[CLS] z2 [SEP] x P(y |x, z2)

…

Weighted average

from the 
retrieve stage

from the 
read stage

Need to approximate 

Consider top k chunks only

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

0 if not one of top k
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REALM (Guu et al 2020)



REALM: Joint Training

Trainable components

• Retriever

• Document Encoder

• Query Encoder

• Reader: LM
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REALM:Training

Index

LM
The pyramidion on top

allows for less material

higher up the pyramid.

pyramid

Pθ(y|x, z)

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

top-K retrieved chunks

The pyramidion on top … the pyramid.

…

The [MASK] at the top of the pyramid.

q (=x)
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REALM:Training

Index

LM
The pyramidion on top

allows for less material

higher up the pyramid.

pyramid

Pθ(y|x, z)

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

top-K retrieved chunks

The pyramidion on top … the pyramid.

…

The [MASK] at the top of the pyramid.

q (=x)
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Retriever
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REALM:Training

Index

LM
The pyramidion on top

allows for less material

higher up the pyramid.

pyramid

Pθ(y|x, z)

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

top-K retrieved chunks

The pyramidion on top … the pyramid.

…

The [MASK] at the top of the pyramid.

q (=x)
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Maximize
Retriever Reader

P𝜂 (z|x)
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Maximize

REALM:Training



REALM: Training Approximations

• Freeze top-k documents

• Freeze index (document embeddings), but search top-k documents

• Update index every T steps
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REALM – Results

Baselines with Frozen retriever + reranking
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REALM – Results

Baselines with Frozen retriever + reranking
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REALM



How often should we update the retrieval index?

- Frequency too high: expensive

- Frequency too slow: out-dated

REALM: updating the index every 500 training steps

Guu et al. REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020.

REALM: Index update rate
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RAG: Retrieval-Augmented Generation for Knowledge-
Intensive NLP Tasks (Lewis et al. 2020)
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RAG: Joint Training Equation (Lewis et al. 2020)

102

RAG-Token Model
Same as REALM 



RAG: Joint Training Equation (Lewis et al. 2020)
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RAG-Token Model
Same as REALM 



RAG: Joint Training Equation (Lewis et al. 2020)
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RAG-Token Model



RAG: Joint Training Equation (Lewis et al. 2020)
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RAG-Token Model

RAG-Sequence Model



Outline

• Motivation

• Drawbacks of Parametric LLMs – hallucination, verification …

• Motivating Retrieval-based LLMs – close book vs open book

• Major components of Retrieval-based LLMs  – index, retrieve, read …

• Retrieval Methods – sparse, dense, reranking, black-box

• REALM, RAG – seminal works

• Overview of Training Techniques – independent, sequential, joint training ... 

• Limitations – lost in the middle, still hallucinating, retriever failures ...    
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Training methods for retrieval-augmented LMs

• Independent training

• Sequential training

• Joint training
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• Independent training

• Sequential training

• Joint training

Training methods for retrieval-augmented LMs
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Retrieval models and language models are trained independently

- Training language models

Retriever

LMInput Output

Datastore
Query

Chunks/tokens

- Training retrieval models

Independent Training
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Better retrieval model 

Better base LMs

Better retrieval-based LMs

Each component can be improved 
separately

Ram et al. In-Context Retrieval-Augmented Language Models. TACL 2023.

RAG with LMs using different retrievers
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Work with off-the-shelf models (no extra training required)

Each part can be improved independently

Independent Training
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Work with off-the-shelf models (no extra training required)

Each part can be improved independently 

LMs are not trained to leverage retrieval

Retrieval models are not optimized for LM tasks/domains

Independent Training
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• Independent training

• Sequential training

• Joint training

Training methods for retrieval-augmented LMs
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- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Sequential Training
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- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever LM

Sequential Training
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- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever LM Retriever LM

Sequential Training
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- One component is first trained independently and then fixed

- The other component is trained with an objective that depends on the first one

Retriever LM Retriever LM

RETRO (Borgeaud et al., 2021)

“Improving language models by retrieving from 

trillions of tokens”

Sequential Training

117

REPLUG (Shi et al., 2023)

REPLUG: Retrieval-Augmented Black-Box Language Models



Work with off-the-shelf components (either a large index or a powerful LM)

LMs are trained to effectively leverage retrieval results.

Retrievers are trained to provide text that helps LMs the most.

One component is still fixed and not trained.

Sequential Training
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Work with off-the-shelf components (either a large index or a powerful LM)

LMs are trained to effectively leverage retrieval results.

Retrievers are trained to provide text that helps LMs the most.

One component is still fixed and not trained.

Sequential Training

Let’s jointly train retrieval models and LMs!
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• Independent training

• Sequential training

• Joint training

Training methods for retrieval-augmented LMs
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End-to-end trained — each component is optimized

Good performance

Training is more complicated

(async update, overhead, data batching, etc)

Train-test discrepancy still remains

Joint Training
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Lost in the Middle!

• As Context Increases, Models
Miss Relevant Info

• “lost-in-the- middle” (Liu et al. 
2023) demonstrates that models 
pay less attention to things in the 
middle of context windows
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Retrieval-augmented LMs can still hallucinate

124

Liu et al. Evaluating Verifiability in Generative Search 

Engines. Findings of EMNLP 2023.
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Quantifying Hallucination
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BehnamGhader et al. Can Retriever-Augmented Language Models Reason? The Blame 

Game Between the Retriever and the Language Model. EMNLP Findings 2023.

• Retrieval fails to fetch correct 
information.

• Even with ideal retriever, LM 
fails to give right answer. 

Retrieval Failures
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BehnamGhader et al. Can Retriever-Augmented Language Models Reason? The Blame 

Game Between the Retriever and the Language Model. EMNLP Findings 2023.

• Retrieval fails to fetch correct 
information.

• Even with ideal retriever, LM 
fails to give right answer. 

Reasoning Failures
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Adapt LM to Domain Corpus?
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Important Resources

• LangChain ; LlamaIndex – overall frameworks

• Lucene – BM25 sparse retriever

•ANNOY, FAISS, CromaDB - dense embeddings and retrievers

• Comprehensive RAG (CRAG) Benchmark – KDD Cup 2024
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