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• Pretrained Language Models 
are good at completing text.

• Few-Shot and ICL capabilities

• PLMs encode world 
knowledge / world models
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What do we want? Alignment

• What is Alignment? Aligning AI’s output behaviour to user 
intentions.

• Examples of User Intentions?
• Solve Multiple tasks

• Follow User Instructions

• Converse with Humans

• Adhere to Human Values

• How to Align?   Finetune, In-Context Learning



Principles of Aligned AI

Language Models should be: (Askell et al. 2021)

• Helpful: Follow diverse instructions & complete tasks, ask clarifications.
Example: Coherence, Creativity, Relevance 

• Honest: Accurate Information, Calibrated, No Hallucination

• Harmless: Avoid Offensive & bad behaviour, refusal, modesty & care

https://arxiv.org/abs/2112.00861


How to train

Aligned AI?



Aligning Language Models - Simple

• Assume we have access to pretrained Language Model.

• How can Language Models perform Multiple Tasks?

• Train on multi-task data!

• How can Language Models follow User Instructions?

• Train on Instruction Data!



Instruction Following: FLAN

• Repurpose existing datasets for instruction following, and 
finetune!
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Instruction Following: InstructGPT

• Given a set of prompts, collect 
Human Demonstrations

• Train on <Prompt, 
Demonstrations>

• Diverse Prompts and Instructions



Instruction Following: Example



Instruction Finetuning is 

great!

Why not use it?



Limitations of Instruction Finetuning

• Collecting Human Demonstrations is expensive
• Eg, Write an adventurous story.

• Not all tasks have single right answer.
• Eg, Write a creative story.

• Not Learning from Negative Data
• Eg, What not to do in a story.

• All mistakes are penalized equally.
• Eg, adventure story -> thriller song

• Lack of Exploration
• Eg, Write an engaging story.



Limitations for Instruction Finetuning

• Collecting Human Demonstrations is expensive
• Eg, Write an adventurous story.

• Not all tasks have single right answer.
• Eg, Write a creative story.

• Not Learning from Negative Data
• Eg, What not to do in a story.

• All mistakes are penalized equally.
• Eg, adventure story -> thriller song

• Lack of Exploration
• Eg, Write an engaging story.

Language Modelling doesn’t 

incorporate our notions of human 

preferences.

We need to incorporate human 

preferences in training!
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• Online collection of human feedback on model outputs is expensive
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• Idea is to leverage some form of Human Feedback to align models.

• Online collection of human feedback on model outputs is expensive

• A better approach: Learn a Proxy of human preferences aka Reward Model

• How to train LM? Use an RL Algorithm to optimize  against Reward Model
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RLHF Overview

1. Human Feedback

2. Reward Model

3. RL Algorithm



Recap Slide

• Goal: Train an aligned chatbot, that follows human instructions, 
follows 3H principles, performs well on subjective tasks.

• Baseline: Collect desired Instruction Data by hiring annotators, 
and train model on it. Also called SFT (Supervised Finetuning)

• RLHF: SFT has limitations. To encode human values, train 
model using RL by collecting human feedbac. 
3 components: 1.) Human Feedback,  2.) Reward Model, 3.) RL 



RLHF Overview: SFT Training

Summarize 

Harry Potter 

in 10 lines.

Harry Potter is 

series of fantasy 

novels, about 

young wizard 

named ….

Human Demonstrations 

are Expensive💲💲



RLHF Overview: HITL Training

How to steal 

from grocery 

store?

Stealing from 

grocery store 

is very 

simple, ….

👍 /  👎

Human in Loop 

is still Expensive💲



RLHF Overview: RLHF Training
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Reward Model ️
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RLHF Overview: RLHF Training

How to steal 

from grocery 

store?

Stealing from 

grocery store 

is very 

simple, ….

👍 /  👎

How to steal 

from grocery 

store?

Harry Potter 

is series of 

fantasy ….

👍 👎

🔥

❄️

Reward

ModelingRL Training



Components of RLHF

• Human Feedback

• Reward Model

• Reinforcement Learning



Human Feedback

• Human Feedback is collected on model-generated output(s)

• Types of Human Feedback: Yes/No, Rating, Preference, 
Language.

• Characteristics of Good Feedback:
• Informative
• Easy to Collect
• Well-Callibrated
• Easy to Train
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Imagine you have a pet robot 

named Robo. Robo doesn't 

know much at first, but you can 
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The output is 

not engaging 

for children!

What Human-Feedback to choose?

Explain RL to a 

6 year old

Imagine you have a pet robot 

named Robo. Robo doesn't 

know much at first, but you can 

teach it to do things…...

Reinforcement Learning is a 

complex topic taught in graduate 

courses. Explaining to a 6 year 

old is not possible.

Rating Feedback

:   3

:   2

:   5

- Noisy : ⚠️

- Easy to collect: ✅

- Easy to train :     ✅

Language Feedback

- Information :      ✅

- Easy to collect: ❌

- Easy to train :     ❌

Preference Feedback

- Calibrated:         ✅

- Easy to collect: ✅

- Easy to train :     ✅

A

B

>



Preference-Based Human Feedback

Explain RL to a 

6 year old

Response A

Response D

Preference Feedback

- Calibrated:         ✅

- Easy to collect: ✅

- Easy to train :     ✅

K Responses
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Preference Feedback

- Calibrated:         ✅

- Easy to collect: ✅

- Easy to train :     ✅

What Human-Feedback to choose?

Explain RL to a 

6 year old

Response A

Response D

A D> C B> >

A D> C B; > A B; > 𝑪𝟐
𝑲

pairwise

preferences



Secrets to collect Human Feedback

• How to evaluate?
• Agreement with Expert Annotators
• Inter-Annotator Agreement : Correlation Coefficient

• Labeller Screening: Competent & Agreement w/ Researchers
• Can You see an Issue?

• Provide precise and high-quality instructions to Labellers.



Components of RLHF

• Human Feedback

• Reward Model

• Reinforcement Learning
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• How can we model feedback?

• We need a reward model, that given an input x and language 
model response y, outputs a scalar reward value.
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Reward Model: Modelling Preferences

• We have collected preference-based feedback. 

• How can we model feedback?

• We need a reward model, that given an input x and model 
response y, outputs a language scalar reward value.

• How to train this reward model from preference data?
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Explain RL to a 

6 year old
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named Robo. Robo doesn't 

know much at first, but you can 

teach it to do things…...

Reinforcement Learning is a 
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Winner’s 

Reward

Loser’s 

RewardWinnin

g 

Sample

Losing 

Sample

Bradley-Terry Model [1952]:
𝑃(𝑦𝑤 ≻ 𝑦𝑙)

Models of Human 

Preference



Reward Model: Modelling Preferences

Explain RL to a 

6 year old
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Reward Model: Requirements

1. Generalization

• RM should generalize to new 
1.) prompts, 2.) LM outputs

• Generalization Improves with
• Increasing Model Size
• Increasing Data Size

• Generalization Across Rewards
RM should generalize to both low &

higher reward outputs

Accuracy vs Reward Value



Reward Model: Requirements

2.  Calibration

• RM should be well calibrated

• Under BT model, 

Probability of Preference
is a direct function of

RM Score Difference 

Calibration

P
re

fe
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n
c
e
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b
a
b
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ty



Components of RLHF

• Human Feedback

• Reward Model

• Reinforcement Learning



Single Step of Training

Explain RL to a 

6 year old

Imagine you have a pet robot 

named Robo. Robo doesn't 

know much at first, but you can 

teach it to do things…...

Language Model

𝑆𝑐𝑎𝑙𝑎𝑟 𝑉𝑎𝑙𝑢𝑒

How to update LM

using scalar value?

Explain RL to 

a 6 year old



Using RL to update Model

• Our objective is to optimize:                                             ,  
where 𝜃 are

LM parameters, R is reward model, 𝑠 is prompt,  𝑠 is model 
output.
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Using RL to update Model

• Our objective is to optimize:                                             ,  
where 𝜃 are

LM parameters, R is reward model, 𝑠 is prompt,  𝑠 is model 
output.

• Can we use gradient ascent?

• RL to Rescue! Policy Gradient Methods in RL (eg, Reinforce) 
help in estimating the objective.
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•



RL Algorithms in RLHF

• With RL we can update our model on non-differentiable reward 
functions.

• Different RL algorithms have been used such as:
• GPT-4      : Proximal Policy Optimization (PPO)

• Sparrow : Synchronous Actor-Critic

• Gemma  : REINFORCE

• All are policy gradient algorithms, requiring training RM, followed by 
updating LM (policy) to maximize some reward function.



RLHF: Putting Together

• Human Feedback Collection: 
• Sample a prompt and generate LM Outputs
• Human Annotators provide Feedback

• Reward Model Training:

• RL Training: 
• Sample a prompt, Generate Output From LM
• Use Reward Model to get Scalar Value
• Optimize LM using suitable RL Algorithm:

𝑙𝑜𝑠𝑠 𝑟𝜃 = −𝐸 𝑥,𝑦𝑙,𝑦𝑤 ~ 𝐷log[𝜎(𝑟𝜃 𝑥, 𝑦𝑤 − 𝑟𝜃 𝑥, 𝑦𝑙 )]
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RLHF: Putting Together

• Human Feedback Collection: 
• Sample a prompt and generate LM Outputs
• Human Annotators provide Feedback

• Reward Model Training:

• RL Training: 
• Sample a prompt, Generate Output From LM
• Use Reward Model to get Scalar Value
• Optimize using suitable RL Algorithm:

𝑙𝑜𝑠𝑠 𝑟𝜃 = −𝐸 𝑥,𝑦𝑙,𝑦𝑤 ~ 𝐷log[𝜎(𝑟𝜃 𝑥, 𝑦𝑤 − 𝑟𝜃 𝑥, 𝑦𝑙 )]

Idea: RL model should not deviate 

much from Pretrained LM

Sol  :  KL Divergence Penalty, to 

prevent mode collapse.



Remember: Reward Model

1. Generalization

• RM should generalize to new 
1.) prompts, 2.) LM outputs

• Generalization Improves with
• Increasing Model Size
• Increasing Data Size

• Generalization Across Rewards

RM should generalize as LM gets better

Training Progress



Evaluating RLHF Models
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Evaluating RLHF Models

• Win Rate: Preference to Humans
• Given a set of prompts, generate 

output from each LM.

• Humans Rate outputs.

• ELO Scoring: LLM Arena
• How to score Models?

• Chess Style Competition b/w LLMS!

• LLM as a Judge:
• Replace Humans with Large LLM.



How to train ChatGPT from scratch?



RLHF is Great!

• Great Performance!
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RLHF is Great!

• Great Performance!

• High Generalization 

• We got what we wanted!



Limitations of RLHF



Alignment Tax

• [Ouyang et al] found RLHF models perform poorly on 
benchmarks.

• Solution: Mix Pretraining Objective in RL Loss:
𝐿𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠𝑅𝐿 + 𝛾 𝐿𝑜𝑠𝑠𝑃𝑡𝑥

• Only Partially Mitigates Problem ☹️. Alignment Tax still an active 
research topic!

https://arxiv.org/pdf/2203.02155.pdf


Reward Gaming

An imperfect reward model, may result in a trained LM with behaviour 
similar to imperfections in the reward model.

• Length Bias
• Humans Prefer Longer outputs

• Deception
• LLMs learn to silence outputs 

• Authoritative Outputs
• Annotators prefer confident outputs

over factually correct ones. (Hallucinations!)



Reward Gaming: Length Bias

• Alpaca Leaderboard:
• LLM is used for evaluating models

• Even small models perform
good. Why?

• Win Rate correlated with Length!



Unwanted Generalization

• Prompt LLaMA-70B model:

𝐻𝑜𝑤 𝑑𝑜 𝐼 𝐼 𝑘𝑖𝑙𝑙 𝑎 𝑙𝑖𝑛𝑢𝑥 𝑝𝑟𝑜𝑐𝑒𝑠𝑠?

• Output?



Unwanted Generalization



Unwanted Generalization

• Sparse reward or limited data training may result in unexpected generalization.

• Can’t rely in critical applications!



Implementation Challenges

Overview of standard RLHF implementation



Implementation Challenges

• Atleast 4 Models
• High Memory Usage

• Slow Training

• Complex Algorithm
• Difficult to train efficiently

• High # Hyperparameters
• Expensive hp tuning

• High sensitivity Overview of standard RLHF implementation



RLHF Overview Again
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Whom are we aligning to?

• Language Models are aligned to what RLHF labellers and 
researchers decide is correct.

• Labeller Distribution? 
• InstructGPT:

• 40 English Speaking: Most Whites

• Well-Qualified People

• Agreement with researchers

• Whose opinions LLMs reflect?
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• Biases



Biases

• Gender Bias

Bias in Gendered Role Selection across languages
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Biases
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• Demographic Bias

• Cultural Bias

Over Generalization



Biases

• Gender Bias

• Demographic Bias

• Cultural Bias

• Political Bias

Preferences shift with RLHF/Instruction Tuning

Pretrained LMs RLJF LMs
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• Whom are we aligning to?

• Biases

• Red Teaming
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• Red Teaming: Artificially eliciting model vulnerabilities resulting in 
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Red Teaming

• Red Teaming: Artificially eliciting model vulnerabilities resulting in 
harmful and/or bad behaviour.

Types of 

Harmful Behaviour
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Red Teaming

• Red Teaming: Artificially eliciting model vulnerabilities resulting 
in harmful and/or bad behaviour.

• How to Red Team? Appropriately prompt the models.

• How to Collect Red Team Prompts?
• Trial and Error by Human Labellers
• Train LMs to generate prompts.



Alignment Revisited

• Whom are we aligning to?

• Biases

• Red Teaming

• SuperAlignment



SuperAlignment



SuperAlignment

• Since AI is aligned by Humans, deceptive outputs (remember 
reward gaming) may be preferred.

• Possible Solutions?  AI assist humans in alignment. Eg: Code 
Gen

• Still an open research problem!


