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Pre-Trained Language Models



Contextual Embeddings



Pretraining

● In NLP, we are interested in solving a variety of end tasks - QA, Search, etc.

● One approach - train neural models from scratch

● Issue - This involves two things 
○ Modelling of Syntax and Semantics of the language
○ Modelling of the end-task

● Pretraining: Learns the modelling of syntax and semantics - through another task

● So the model can focus exclusively on modelling of end-task



Pretraining

● Which base task to choose:
○ Must have abundant data available
○ Must require learning of syntax and semantics

● Solution: Language Modelling (or some version thereof)
○ Does not require human annotated labels - abundance of sentences
○ Requires understanding of both syntax and semantics to predict a word in 

sentence



Pretraining for Three Types of Architectures



Pre-training Through Language Modeling

• scientific

• study

• of

• human

• language

• Convert general text on the Web into huge number of (input-output) pairs

• Linguistics is the ________

• Linguistics is the scientific _______

• Linguistics is the scientific study ________

• Linguistics is the scientific study of _________

• Linguistics is the scientific study of human _________



Pre-training Through Language Modeling

Transformer (Decoder)

Linguistics is the<s>

p(w)

Train parameters 
such that 
p(scientific) is high

Pre-trained 
Language Models



Self-Supervised Learning



Generative Pre-Training (Transformers)

9



● GPT - Uses Transformer decoder for Language Modeling Model size: ~100M
● GPT-2 - Trained on larger corpus of text (40 GB) Model size: 1.5B parameters
● Can generate text given initial prompt - “unicorn” story, economist interview

Generative Pre-Training



Unicorn Story



Pretraining for Three Types of Architectures



Pretraining Encoders: Masked Language Modeling



Lots of Information in Raw Text



BERT: Bidirectional Encoder Representations from Transformers 



Detour: The OOV Problem



Byte Pair Encoding 



Byte Pair Encoding

• Subword modeling in NLP encompasses a wide range of methods for reasoning about structure below 
the word level. 

• The dominant modern paradigm is to learn a vocabulary of parts of words (subword tokens). 

• At training and testing time, each word is split into a sequence of known subwords. 

• Byte-pair encoding is a simple, effective strategy for defining a subword vocabulary. 

• Start with a vocabulary containing only characters and an “end-of-word” symbol. 

• Using a corpus of text, find the most common adjacent characters “a,b”; add “ab” as a subword. 

• Replace instances of the character pair with the new subword; repeat until desired vocab size. 

At test time: tokenize into minimum number of subwords











Byte Pair Encoding



BPE Issues

• Handles subwords but not typos!

• Need to retrain for new languages (or domains)



BPE (actually used in GPT; BERT used something else)



BERT Pretraining

• Next Sentence Prediction (NSP)

• 50% of time two adjacent sentences are in correct order

• Predict whether they are in correct order

• This actually hurt model training (found in later research)



BERT: Input Representation



BERT (2018)



BERT

• Two Sizes of Models
• Base: 110M, 4 Cloud TPUs, 4 days
• Large: 340M, 16 Cloud TPUs, 4 days

• Trained on: BooksCorpus (800 million words), English Wikipedia 
(2,500 million words) 

• Pretraining is expensive and impractical on a single GPU. 

• BERT was pretrained with 64 TPU chips for a total of 4 days. 
• (TPUs are special tensor operation acceleration hardware) 

• Both models can be fine-tuned with single GPU

• The larger the better!

MLM converges slower than Left-to-Right at the beginning, but 
out-performers it eventually



BERT vs GPT



Roberta: A Robustly Optimized BERT Pretraining Approach



Granularity of Masking

● BERT chooses word-pieces but this is sub-optimal 

● Not much information to be gained by predicting at word piece level

BERT – whole word masking



SpanBERT

● [MASK] Delhi, the Indian Capital is known for its rich heritage.

● Easier to predict “New”, given that we already know Delhi

● Instead of masking individual words, mask contiguous spans

● [MASK] [MASK], the Indian Capital is known for its rich heritage.





Practical Tips 

● Proper modelling of input for BERT is extremely important
○ Question Answering: [CLS] Query [SEP] Passage [SEP]
○ Natural Language Inference: [CLS] Sent1 [SEP] Sent2 [SEP]
○ BERT CLS cannot be used as a general purpose sentence encoder for retrieval 

● Maximum input length is limited to 512. Truncation strategies 
have to be adopted

● BERT-Large model requires random restarts to work
● Always PRE-TRAIN, on related task - will improve accuracy



Small Hyperparameter search

● Because of using a pre-trained model - we can’t really change the model 
architecture any more

● Number of hyper-parameters are actually few:
○ Batch Size: 16, 32
○ Learning Rate: 3e-6, 1e-5, 3e-5, 5e-5
○ Number of epochs to run

● Compare to training from scratch, where we need to decide number of layers, 
the optimizer, the hidden size, the embedding size, etc… 

● This greatly simplifies using the model 



The Pretraining-Finetuning Paradigm

[Originally introduced by “Universal Language Model Fine-tuning for Text Classification”]



The Limited Data Perspective & Other Advantages

• Leveraging rich underlying information from abundant raw texts.

• Reducing the reliance of task-specific labeled data that is difficult or costly to 
obtain.

• Saving training cost by providing a reusable model checkpoints.

• Providing robust representation of language contexts.

• Pretrain once, finetune many times!



The Gradient Descent Perspective



Caveat: Catastrophic Forgetting

• Sequentially pre-train then fine-tune may result in catastrophic forgetting, 
meaning that while adapting to the new fine-tuning task, the model may 
lose previously learned information.

• However, as modern language models are becoming larger in size and are 
pre-trained on massive raw text, they do encode tremendous amount of 
valuable information. 

• Thus, it’s generally still more helpful to leverage information learned from 
the pre-training stage, than training on a task completely from scratch.



Pre-trained Encoders – Pros and Cons



Pretraining for Three Types of Architectures



Pre-training Encoder-Decoder models

BERT GPT



BART



T5: Self-supervised Pre-training Objectives



T5

Diverse to serve various kinds of input/output formats
It is trained on specific prompts (colon is an important delimiter)



T5

• Text-to-Text: convert NLP tasks into input/output text sequences

• Dataset: Colossal Clean Crawled Corpus (C4), 750G text data!

• Various Sized Models:
• Base (222M)
• Small (60M)
• Large (770M)
• 3B
• 11B

• Achieved SOTA with scaling & purity of data



T5 Results



Encoder-Decoder Pre-Training: Pros & Cons



Pretraining for Three Types of Architectures



Fine-Tuning GPT/GPT2 for Various Tasks
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Compute Power



There is a  

Dairy Cow

Zero Shot Learning



There is a  

Horse

Zero Shot Learning



Zebra is a  

horse with  

Dairy Cow’s 

color

Zero Shot Learning



You are  

better than a 

CNN !!

Dad, Its a  

Zebra

Zero Shot Learning



There is a  

Monkey

One Shot Learning



You are  

better than a 

CNN !!

One Shot Learning Dad, Its a  

Monkey



There is a  

Dog

Few Shot Learning



There is  

another Dog

Few Shot Learning



You are  

better than a 

CNN !!

Few Shot Learning Dad, Its a  

Dog



GPT3: In-Context Learning / Prompting



GPT3: In-Context Learning / Prompting



GPT3: In-Context Learning / Prompting



GPT3: In-Context Learning / Prompting

Very large language models seem to perform some kind of 
learning without gradient steps simply from examples you 
provide within their contexts. 



Results on Few-Shot Learning



TriviaQA



News GenerationTuring Test on News Article Generation





Limitations of GPT3

- Low performance in some NLP tasks

- Starts to lose coherence over sufficiently large passages

- Special difficulty with “common sense physics” like “If I put cheese in fridge, will it melt ?”

- Why is it working?
- People believed it is “glorified interpolation”



Fairness and Bias





Bias

https://twitter.com/i/status/1291165311329341440

https://twitter.com/i/status/1291165311329341440


News GenerationPaLM (Google, 540B)

https://www.topbots.com/leading-nlp-language-models-2020/



News GenerationLaMDA: Language Model for Dialog Applications (137B)

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html



News GenerationChatGPT

https://www.paperdigest.org/2023/01/recent-papers-on-chatgpt/



https://blog.bytebytego.com/p/ep-44-how-does-chatgpt-work





https://blog.bytebytego.com/p/ep-44-how-does-



News GenerationChain of Thought Prompting

http://new-savanna.blogspot.com/2022/05/lets-think-step-by-step-is-all-you-need.html

Simply adding “Let’s think step by step” before each answer increases the accuracy on 

MultiArith from 17.7% to 78.7% and GSM8K from 10.4% to 40.7% with GPT-3. 

https://t.co/ebvxSbac1K pic.twitter.com/lpZwDTf06m

https://t.co/ebvxSbac1K
https://t.co/lpZwDTf06m


[2023] GPT4

GPT-4 is reportedly about six times larger than GPT-3, with one 

trillion parameters, according to a report by Semafor, which has 
previously leaked GPT-4 in Bing.

GPT4 >> GPT3.5
ChatGPT (Pro) >> ChatGPT









GPT3.5

“The old version from a few months ago 

could be a solid B student,” said Salman 

Khan, founder of Khan Academy, ... 

“This one can be an A student in a pretty 
rigorous program.”

Codex used for
• boilerplate code
• error explainability
• autofixing errors

20% efficiency

Figure by Sebastien Brubeck



Figure by Peter Lee



Sparks of Artificial General Intelligence: 
Early experiments with GPT-4

Figure by Peter Lee





Embers of Autoregression: Understanding Large Language 
Models Through the Problem They are Trained to Solve



Embers of Autoregression: Understanding Large Language 
Models Through the Problem They are Trained to Solve



LLMs Today


