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How do we get the actual sentence from a sequence of probability distributions?
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Can you think of a fundamental problem in this design?
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Called “Auto-regressive models”



• Use LSTMs not BiLSTMs

• Why?

• When does it stop?

• Define the probability distribution over the next item in a 
sequence (and hence the probability of a sequence).

Neural Language Model
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Neural Language Model: Inference Time
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Neural Language Model: Greedy Decoding

• What is the function we actually wish to compute?

• argmax
𝑤1:𝑛

𝑃(𝑤1:𝑛)

• Computing this expression is prohibitive. 

• Greedy Approach: approximation can be bad because 

• model will never begin a sentence with a low probability word

• model will prefer many common words to one rare word

• Solution: Beam Search
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Neural Language Model: Training
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Neural Language Model: Training (Teacher Forcing)
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How to Train this Model?

• Loss function: sum(cross entropy at each prediction)

• Issues with vanilla training
• Slow convergence. Model instability. Poor skill.

• Simple idea: Teacher Forcing
• Just feed in the correct previous tag during training

• Drawback: Exposure bias
• Not exposed to mistakes during training



Solutions to Exposure Bias

• Scheduled Sampling (Bengio et al. 2015)
• With some probability, decode a token and feed that as the next 

input, rather than the gold token.
• Increase probability over the course of training

• Retrieval Augmentation (Guu et al., 2018)
• Learn to retrieve a sequence from existing corpus of human-

written prototypes (e.g. dialogue responses).
• Learn to edit the retrieved prototype by adding / removing / 

modifying tokens in the sequence - this will result in more 
"human-like" generation



Outline

• Neural Language Models: LSTMs

• Seq2Seq Models with LSTMs

• Neural Language Models: Transformers

• Seq2Seq Models with Transformers
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Goal

• Generate text based on (varied) inputs

• Examples

• Machine Translation: Language  Language

• Summarization: Language  Language 

• Dialogue Systems: Language  Language

• Speech Recognition: Speech  Language

• Image Captioning: Image  Language

• Video Captioning: Video  Language

• Speech Recognition in Videos: Video+Speech Language
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Seq2Seq



Idea 1: Encoder-Decoder

• Encode the input

• Pass the representation as starting state (s0) to neural language model

• Decode the output

Encoder
(Bi-LSTM)

Decoder
(LSTM)

;



Idea 2: Encoder-Decoder

• Pass encoder output as input to each decoder unit

• Input at decoder = concat(c, xprev word)

c

;



Seq2Seq without Attention

c

;



Seq2Seq with Attention
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Multiple Encoded Vectors  Single Summary

c
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 𝛼𝑖 = 𝜙
att(𝑞, ℎ𝑖)
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Seq2Seq with Attention
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Seq2Seq with Attention
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Seq2Seq with Attention
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Seq2Seq with Attention

ℎ1:𝑇 = biLSTM𝑒𝑛𝑐 𝑥1:𝑇

 𝛼𝑖
𝑗
= 𝜙att(𝑠𝑗−1, ℎ𝑖)

𝛼𝑗 = softmax  𝛼1
𝑗
,  𝛼2
𝑗
, … ,  𝛼𝑇

𝑗

𝑐𝑗 = 

𝑖=1

𝑇

𝛼𝑖
𝑗
. ℎ𝑖

𝑠𝑗 = LSTM𝑑𝑒𝑐 𝑠𝑗−1, 𝑥𝑧[𝑗−1], 𝑐
𝑗

𝑝𝑗(𝑤) = softmax MLP
out(𝑠𝑗)

𝑧 𝑗 ~ 𝑝𝑗(𝑤)



Encoder-Decoder with Attention

• Encoder encodes a sequence of vectors, h1,...,hT

• At each decoding stage, MLP 𝜙 assigns a relevance score to each Encoder vector.

• The relevance score is based on hi and the state sj-1

• Weighted-sum (based on relevance) is used to produce the conditioning context 
for decoder step j.



Encoder-Decoder with Attention

• Decoder "pays attention" to different parts of encoded sequence at each stage.

• The attention mechanism is "soft" -- it is a mixture of encoder states.

• The encoder acts as a read-only memory for the decoder

• The decoder chooses what to read at each stage

• Complexity

• Encoder Decoder: O(n+m)

• Encoder Decoder w/ Attention: O(nm)



Attention
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Images from https://jalammar.github.io/illustrated-transformer/



Decoders

One key differences from encoder:

● Self-attention only on words 
generated uptil now, not on whole 
sentence.



Transformer Decoder

• Need to ensure we don’t “look at the future” 
when predicting a sequence



Transformer Language Model
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Transformers



Transformers



Encoder-Decoder

One key differences from decoder:

● Additional encoder-decoder 
attention layer where keys, values 
come from last encoder layer.



Full architecture with 
Attention reference



Full architecture with 
Attention reference



Full architecture with 
Attention reference



Full architecture with 
Attention reference



Full architecture with 
Attention reference



Full architecture with 
Attention reference



Encoder-Decoder

• we process the source sentence with 
a bidirectional model and generated 
the target with a unidirectional 
model. 

• For this kind of seq2seq format, we 
often use a Transformer Encoder-
Decoder. 

• We use a normal Transformer 
Encoder. 

• Our Transformer Decoder is modified 
to perform cross-attention to the 
output of the Encoder.



Cross-Attention Details

standard key-value attention



The Revolutionary Impact of Transformers



Transformer Examples

https://magazine.sebastianraschka.com/p/understanding-encoder-and-decoder



Do Transformer Modifications Transfer Across 
Implementations and Applications? 

• Generally, no!

• (Narang et al 2021) 



Transformers (2017) Made Many Changes at Once!

• Delete all RNN components  Position encodings

• Residual connections

• Interspersing of Attention and MLP layers

• LayerNorms

• Multiple heads

• Carefully tuned hyperparameters

• Most original choices have stuck

• sinusoidal embeddings!



What is missing in Transformers?

• Long sequence length

• External memory

• Better human controllability

• Align with language models of brain


