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Dialog Agents



The Need for Dialog Agents

• Get things done

– E.g. set up alarm/reminder, take note 

• Easy access to structured data, services and apps 

– E.g. find docs/photos/restaurants 

• Assist your daily schedule and routine

– E.g. commute alerts to/from work



Why Natural Language?



App  Bot



GUI vs Conversational UI



Two Branches of Bots



Dimensions



Traditional Pipeline models



End-To-End models with DL

Neural Network ResponseDialogue Context



End-To-End models with DL

Knowledge 

Database

Actions



Neural Models

• Mine a large message-response conversation corpus

• Retrieval based Models

– Given a user utterance, find the semantically most similar 
message and return it’s response

– Can only output fixed-set of responses from the corpus

• Generative Models

– Learn a Machine Learning (ML) based translation model to 
“translate” a given user message to an appropriate response in 
the same language

– Can generate a totally new response not available in 



What is a good Chatbot?

• The responses should be

• Grammatical

• Coherent

• In Context

• Ideally non-Generic responses



Challenges

• Variability in Natural Language

• Robustness 

• Recall/Precision Trade-off 

• Meaning Representation 

• Common Sense, World Knowledge

• Ability to Learn 

• Transparency 



Encoder-Decoder Model

• Sheng et al 15



Challenge: Global Coherence



Soln: Use More Context



Hierarchical Recurrent Encoder-Decoder (HRED)

• Encoder RNN

– For encoding each utterance independently into   an 
utterance vector

• Context RNN

– For encoding the topic/context of the dialogue up till 
the current utterance using utterance vectors

• Decoder RNN

– For predicting the next utterance



HRED



Bootstrapping in HRED

• Initialising with Word2Vec embeddings
– Trained on Google News dataset

• Pre-training on SubTle Q-A dataset

– 5.5M Q-A pairs

• Converted to 2-turn dialogue 

• D = {U1 = Q, U2 = A}



Dataset - MovieTriples dataset

• Open Domain - Wide variety of topics covered

• Names and Numbers replaced with <person> and <number> tokens

• Vocab of 10K most popular tokens

• Special <continued-utterance> and <end-of-utterance> tokens to capture breaks





MAP Output

• - Most probable last utterance

• - Found using beam search for better approximation

• - Generic responses observed

• - Stochastic sampling gives more diverse dialogues



Challenge: Varied/Interesting Responses



Soln: Diversity Promoting Objective



Diversity: A Problem for Evaluation



Soln 1: Multiple References



Soln 2: Learn to Evaluate



Challenge: Lack of Personality



Personality Infused Dialog



Persona based Dialog



Loss Functions

• Language Model Log-likelihood

• BLEU 

– non differentiable 

– Use RL



Supervised learning



Self-learning



Reinforcement Learning

Policy Gradient/Reinforce

r.l.
)  


