Sequence to Sequence Models

Mausam



Neural Architectures

* Mapping from a sequence to a single decision.
* with CNN or BiLSTM acceptor.
* Mapping from two sequences to a single decision.
* with Siamese network.
* Mapping from a sequence to a sequence of same length.

e with BiLSTM transducer



what do we do if the input and output
sequences are of different lengths?



we already have an architecture from
0 to n mapping.

(sequence generation)



RNN Language Models

* Training: an RNN Transducer.

» Generation: the output of step i is input to
step i+1.
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RNN Language Model for generation

* Define the probability distribution over the
next item in a sequence (and hence the
probability of a sequence).
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RNN Language Models
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RNN Language Models

Generating sentences Is nice, but what if we want
to add some additional conditioning contexts?



Conditioned Language Model

* Not just generate text, generate text according
to some specification

Input X Output Y (Text) Task
Structured Data ~ NL Description NL Generation
English Japanese Translation
Document Short Description  Summarization
Utterance Response Response Generation
Image Text Image Captioning

Speech Transcript Speech Recognition



RNN Language Model
for Conditioned generation

Let's add the condition variable to the equation.

P(T) = f[ P(t]t,..t )
A

Next Word Context

%
ptic)y=[]P(tlc, t,..t ;)
= T

Added Context! (a vector)



RNN Language Model
for Conditioned generation

what If we want to condition on an entire sentence?

just encode it as a vector...

¢ = RNN®"(xq.p)



A simple Sequence to Sequence
conditioned generation

Encoder

argmax

V_ v ) v
this movie 18>



How to Pass Hidden State

* Initialize decoder w/ encoder (Sutskever et al. 2014)

—(encoder]—u! LTTTRTTITT = !—(decoder)—»

* Transform (can be different dimensions)

—(encoder)—»! —(transform)—» —(decoder)—»
| 2}

* Input at every time step (Kalchbrenner & Blunsom 2013)

decoder I—(decoder)—;!—(decoder)—;
—(encoder)—» /




RNN Language Model
for Conditioned generation

Let's add the condition variable to the equation.

p(tj-i-l =k | {1:‘)@: f(RNN(Vlj))
vi= (e
tj ~ p(t; |f1:j—1@



RNN Language Model
for Conditioned generation

Let's add the condition variable to the equation.

p(tj+1 =k | {1:@: f(RNN(vy;)) p(tjsy1 =k | t1j.¢) = f(O(sj41))
VvV = [f-

! C] Sj+1 ZR(Sj,[Ej:C])

tj ~p(t; | trj-1(c)) £; ~ p(ti | F1:5-1,¢)




RNN Language Model
for Conditioned generation




RNN Language Model
for Conditioned generation

what If we want to condition on an entire sentence?



Sequence to Sequence
conditioned generation

¢ predict s

This is also called

& ’predict N

.....

Jumped \ /s>
/predict. T ’ < Apmdic; )
“ee " .I s oy
f
Vi / ve

"Encoder Decoder"
architecture. |
—t | ek, g £ . —_ L
Decoder is (tf"::b‘ ool ) concat ) o TT‘D
) iy A A A A Al
just a conditioned fe\ J2\ I\ [- [ %
B Eung Eridack} E fos! Ejjumped
language model \- the \~ Ny il N
B | Bale | Bae —d Mew | Bas |
E | LR El‘g E mndtlnmmg E'ni!atnnt E 'fl"l'.‘
G a conditioning sequence [s3



Sequence to Sequence
training graph
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The Generation Problem

We have a probability model, how do we use it
to generate a sentence?

Two methods:

 Sampling: Try to generate a random sentence
according to the probability distribution.

* Argmax: Try to generate the sentence with the
highest probability.



Ancestral Sampling

Randomly generate words one-by-one.

while yj.1 1= "</s>":
yi ~ PO [ X y1, - Vi)

An exact method for sampling from P(X), no further
work needed.



Greedy Search

One by one, pick the single highest-probability word

while yj.1 1= "</s>":
y; = argmax P(y; | X, y1, ..., Yj-1)

Not exact, real problems:
» WIll often generate the “easy” words first

» Will prefer multiple common words to one rare word



Beam Search

Instead of picking one high-probability word,
maintain several paths




How to evaluate?

Basic Paradigm

Use parallel test set
Use system to generate translations
Compare target translations w/ reference



Human Evaluation

NEBHDM+ % i n
I et T T e e,

Taro visited Hanako the Taro visited the Hanako Hanako visited Taro
Adeguate? Yes Yes No
Fluent? Yes NO Yes
Better? 1 2 3

» Final goal, but slow, expensive, and sometimes inconsistent



BLEU

* Works by comparing n-gram overlap w/ reference

Reference: Taro visited Hanako
System: the Taro visited the Hanako

1-gram: 3/5
2-gram: 1/4
Brevity: min(1, |System|/|Reference|) = min(1, 5/3)  brevity penalty = 1.0

BLEU-2 = (3/5*1/4)2* 1.0
=0.387

* Pros: Easy to use, good for measuring system improvement

* Cons: Often doesn’t match human eval, bad for comparing
very different systems



METEOR

* Like BLEU in overall principle, with many other
tricks: consider paraphrases, reordering, and
function word/content word difference

* Pros: Generally significantly better than BLEU,
esp. for high-resource languages

* Cons: Requires extra resources for new
languages (although these can be made
automatically), and more complicated



Perplexity

* Calculate the perplexity of the words in the
held-out set without doing generation

* Pros: Naturally solves multiple-reference
problem!

* Cons: Doesn’t consider decoding or actually
generating output. May be reasonable for
problems with lots of ambiguity.



Dinner tomorrow?

P ol Case Study:
oy Smart Reply in
a Reply to all G m a i I

That sounds
like a plan!

I'll be there. Sorry, | can't.



https://commons.wikimedia.org/wiki/File:Gmail_Icon.png
https://commons.wikimedia.org/wiki/File:Gmail_Icon.png

Preprocessing an
incoming email

Language detection
o Currently handle English, Portuguese, Spanish ... a few
more languages are in preparation

Tokenization of subject and message body
Sentence segmentation

Normalization of infrequent words and entities —
replaced by special tokens

Removal of quoted and forward email portions
Removal of greeting and closing phrases (“Hi
John”,... “Regards, Mary”)



ENCODER
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LSTM translation

ENCODER Reply
o (= T— what's __ up? <END>
s l I I I
(x) * O
(o] [o] [tam] [s] =
J U =]
I I T I B [ ] ]
Are you free tomorrow? U <START>
Incoming Email DECODER

Vinyals & Le, 2015



ENCODER Reply

<END>
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Pick the best suggestions
(LSTM)




Is it worth it? ® Precision/accuracy - how well can we guess
good replies?
o Self-reinforcing behavior - often machine
predictions are “good enough”

o Machines learn from humans, and vice versa

e Coverage - do most emails have simple,

predictable responses?
o Do asmall number of utterances cover a large
fraction of responses?
o Language/cultural variations? Linguistic entropy




What fraction of the time do users select a

suggested reply?
o How many replies do we suggest? 3
o Constraint based on user interface, but also users’ ability
to quickly process choices

We get a boost from allowing users to edit

responses before sending
o In early studies, users were nervous that choosing a
response would instantly send
o Careful tuning of this Ul gave us bigger gains than a lot of
ML tuning



Some early
observations

Garrick Toubassi
heck yeah! wiltse included. awesome

Annette Ramirez May 20
to Garrick, me, Alexander, Kevin, Elaine

+Elaine for Kevin

Held for 10:30am PST on Tues 6/2 - will that
work for you all?

@ Reply to all

WORKS FORME </ WORKS FORME! </ WORKS FOR ME. </
S> (81) S> S>

Bad suggestions?




Some early
observations

X

report due
Balint Miklés
to me

When is the report due?

@ Reply

| am working on JEToGEEr | do not know what
this. (95) . you are talking...

Bad suggestions?




A scoring algorithm
doesn’t make a product

o Semantic variation: doesn’t help if all three suggestions

say the same thing ...
o Can’t simply take the 3 highest scoring suggestions

e The “l love you” problem
- Some responses are unhelpful and a human can say them, but
not a computer ...*
o A lot of responses in the training corpus have “I love you”
o In many cases this isn’t appropriate
o “Family friendliness”
o Sensitivity
o There are many incoming emails where you don’t want the
computer to guess replies - Bad news, etc
o *in general our expectations of “working” Al are higher

than of humans




Michael Gadberry @michaelgadberry - 13h

Google Inbox's automated suggested replies are mind-blowingly awesome and
accurate. #CheckOutDatStuff #Googlelnbox @inboxbygmail

Simon Dingle @SimonDingle - Nov 12
It's like @inboxbygmail has telepathy with its automated responses.

*

- « Tatiana King Jones “Tatianaking - Nov 12
ﬂ; The new @inboxbygmail auto response choices have been pretty good
“*% so far. Have been using them maybe 50% of the time.




Dinner tomorrow?

Ryan Proch 2:28 PN
O 4 to Jeroen, me
> We are thinking of BRGR tomorrow night.
Anyone interested in?

é Reply to all

of Gmail responses are Smart
Replies.

(Users accept computer-generated replies.)

That sounds

like a plan! I'll be there. Sorry, | can't.




Encoder-Decoder
with different modalities

The encoded conditioning context need not
be text, or even a seguence.



Encoder-Decoder
with different modalities

Show and Tell: A Neural Image Caption Generator

Oriol Vinyals Alexander Toshev Samy Bengio Dumitra Erhan
Google Goople Google Goople
4l nimaanle . com P mrnoiabonag] PR

* Encode: Image to vector.
Decode: a sentence describing the image.

Egoogle.com

y B | ‘uin Cpage | /A group of people |
Deep Can Geseaneg.  Shopping at an
o RN outdoor market.

- AT ~ I+

°3-'°:-’§]* Yol There are many
ja>s ‘
o2 L—— lvegetables at the |
L | Ifruit stand.

L
i

This sort-of works.
In my opinion, looks more impressive than
really is.



| think it's @ man in a business suit
standing on a bench.




| am not really confident, but | think it's
a man standing on a beach near the
water.




| think it's a group of people sitting in
front of a crowd.




| am not really confident, but | think it's
a close up of a sheep.




Sentence Representation

ou can't cram the meaning of a whole %&!$#
sentence into a single $&!#* vector!

But what If we could use multiple vectors, based on
the length of the sentence.

this Is an example > I

this Is an example > I!!I




Sequence to Sequence
conditioned generation

pecdind

main idea:
encoding

a single vector is
too restrictive.

............................................



Attention

* |Instead of the encoder producing a single
vector for the sentence, it will produce a one
vector for each word.



Sequence to Sequence
conditioned generation
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Sequence to Sequence
conditioned generation
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Sequence to Sequence
conditioned generation

Cipn = ENC(Xl;n) = biRNN* (X1:n) peedic et

.........



Sequence to Sequence
conditioned generation

Cli:n = ENC(xl:n) = biRNN* (xl:n) pradis e

but how do we feed
this sequence
to the decoder?

............................................



Sequence to Sequence
conditioned generation

we can combine the different outputs
Into a single vector (attended summary)



Sequence to Sequence
conditioned generation

we can combine the different outputs
Into a single vector (attended summary)

a different single vector

at each encoder input. 2000



P(tj+1 =k | Z"-\1:J-f.-.X1:n) — f(_O(Sj-I-l))
sit1 = R(sj, [£;4))

53 = attend(cy.p. El:j)

fl:j—lfxlzn)

fj ~ p(fj



p(tj—l-l =k | fl:jaxl'n) — f(O(SJ-I-l))
Sj+1 = (S.] [t.lac]])

J — a,ttend(cl - tl )

n)




Sequence to Sequence
conditioned generation
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Sequence to Sequence
conditioned generation
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encoder-decoder with attention

‘t7+1 =k I t1 J s X1: n) - f(OdeC(Sj+1))>
Sj+1 = Raec(sy, [t5; €'])

Z [i]

C1:n = biRNN_, .(X1:n)
o = softma.x(a’{” .....
ajy = MLP™([sy; 1))

tAj ~ p(t; | fl:j—l,xlzn)
f(z) = softrm-'pro (z)

MLP*"([sj; ¢1]) =



encoder-decoder with attention

p(tj-}-l =K I flzjaxlzn) — f(Odec(Sj+1))

< Sj41 = RdeJT;?@D

Clin = blRNNgnc(xl.n)

o = softma,x(a’{l]. e

C—![i] = h"ILPatt [Sj,('.i])

tAj Np(tj | tAI:j—laxlzn)
f(z) = softmax(MLP°"(z))

MLP*"([sj; ¢1]) =



encoder-decoder with attention

p(tj-l—l =k I fl:jaxlzn) — f(Odec(Sj+1))
Sj+1 = Raec(sy, [t5; €])

c = ; o - €
: 1IRNN_;, .
o) = softmax(al,,....a&

1]’
aly = MLP™([s); 1))

Ej Np(tj | tAl:j—lﬁxlzn)

f(z) = softmax(MLP°"(z))

MLP*"([sy;¢1]) =



encoder-decoder with attention
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encoder-decoder with attention

Encoder encodes a sequence of vectors, c,,...,C,

At each decoding stage, an MLP assigns a relevance
score to each Encoder vector.

The relevance score is based on c; and the state s,

Weighted-sum (based on relevance) is used to
produce the conditioning context for decoder step j.



encoder-decoder with attention

Decoder "pays attention" to different parts of the encoded
sequence at each stage.

The attention mechanism is "soft" -- it is a mixture of
encoder states.

The encoder acts as a read-only memory for the decoder
The decoder chooses what to read at each stage



Attention

e Attention is very effective for sequence-to-sequence
tasks.

e Current state-of-the-art systems all use attention.
(this is basically how Machine Translation works)

e Attention also makes models somewhat more
interpretable.

* (we can see where the model is "looking" at each
stage of the prediction process)



Attention
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Attention
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Complexity
* Encoder decoder:

e Encoder-decoder with attention:



Complexity
* Encoder decoder: O(n+m)

* Encoder-decoder with attention: O(nm)



Beyond Seq2Seq

e Can think of a general design pattern in neural nets:
— Input: sequence, query
— Encode the input into a sequence of vectors

— Attend to the encoded vectors, based on query
(weighted sum, determined by query)

— Predict based on the attended vector



Attention Functions

V: attended vec, g: query vec
MLP%(q;v)=

o Additive Attention: ug(Wlv 4 W2q)

* Dot Product: vV-q

e Multiplicative Attention: v'Wgq



Additive vs Multiplicative

While the two are similar in theoretical complexity, dot-product attention is
much faster and more space-efficient in practice, since it can be implemented using highly optimized
matrix multiplication code.

While for small values of dj. the two mechanisms perform similarly, additive attention outperforms
dot product attention without scaling for larger values of d. [3]. We suspect that for large values of

dy., the dot products grow large in magnitude, pushing the softmax function into regions where it has
extremely small gradients *. To counteract this effect, we scale the dot products by

vV-q
Ve

d, is the dimensionality of g and v

1
Vdi®

Attention Is All You Need
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Key-Value Attention

* Split v into two vectors v=[v,;v, ]
— v, key vector

—v,: value vector

e Use key vector for computing attention
MLP2%(q;v)= ug(Wlv, + W2q) //additive

e Use value vector for computing attended summary

n

vi = Z “_[ii] - (V)

=1



Multi-head Key-Value Attention

For each head

— Learn different projection matrices W,, W,, W,
MLP3%(q;v)= [(Vka)-(qu)]/Sqrt(dk)
For summary use v W, (instead of v, )

Train many such heads and
— use aggr(all such attended summaries)



Hard Attention

Instead of a soft interpolation, make a zero-one decision about
where to attend (Xu et al. 2015)

» Harder to train, requires methods such as reinforcement
learning (see later classes)

Perhaps this helps interpretability? (Lei et al. 2016)

Review

the beer was n't what | expected, and I’'m not sure it’s “true
to style®, but i thought it was delicious. a very pleasant
ruby red-amber color with a relatively brilliant finish, but a
limited amount of carbanation, from the Inok of it. aroma is
what i think an amber ale should be - a nice blend of
caramel and happiness bound together.

Ratin
o Look: 5 stars Smell: 4 stars



Self-attention/Intra-attention

Each element in the sentence attends to other
elements — context sensitive encodings!

this I1Is an example

ths W | | o

IS B L o

an B o
example B Dl N
i : i i



Recall the attended Enc-dec

p(tj+1 =K l fl:jaxl:n) — f(Odec(Sj+1))
Sj+1 = Raec(sy. [t5: @])

Cj — Z a‘fi] + Cj
i=1

<C1:n — biRNNgnc (Xlzn) >

od = softmax(c'r{l], s

ay = MLP™([s}; ci)

fj ~ p(t; | El:j—laxl:n)

f(z) = softmax(MLP“"(z))

MLP*"([s;: ¢;]) = v tanh([sy; ¢;]U + b)



Self attention with LSTM

c (in prev slide) = h (in this slide)

h (hidden state); x (input); h™~ (attended summary)

(Attended) Hidden state/Cell State

Rest of LSTM

' = v tanh(Wy,h; + Wix, + Wi hy_ 1)

st = softmax(a})

o] -2 [
- == Z ‘Tf .

P
(9} ~

Jr| — W - [h, x;]

0, o

| Gt | | tanh

Cr = ﬁ '(DEI +I[ @61

h, = o, ®tanh(¢,)



Do we “need” an LSTM?

Objective
— RNN is slow; can’t be parallelized
— Reduce sequential computation

* Self-attention encoder (Transformer)
— creatively combines layers of attention
— with other bells and whistles

e Self-attention decoder!!



Qutput
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{
| Softmax |
| Llnear |
4
& A
| Add & Norm ==~
Feed
Forward
R —
r ~\ | Add & Norm Je=
Ak & oot Multi-Head
Feed Attention
Forward T 77 N x
-,
N LAdd & Norm Je—
x B
~»| Add & Norm | eican
Multi-Head Multi-Head
Attention Attention
s /R )
Positional @__@ ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)



Layer Type Complexity per Layer Sequential Maximum Path Length

Operations
Self-Attention O(n? - d) O(1) O(1)
Recurrent O(n - d?) O(n) O(n)
Convolutional O(k-n -d?) O(1) O(logx(n))
Self-Attention (restricted) O(r-n-d) 0(1) O(n/r)




Summary

RNNs are very capable learners of sequential data.
n->1: (bi)RNN acceptor

n->n : biRNN (transducer)

1 -> m : conditioned generation (conditioned LM)
n -> m : conditioned generation (encoder-decoder)

n ->m : encoder-decoder with attention



