GPT3 & Beyond:

Few-Shot Learning, Prompt Learning

(some slides by Atishya Jain)

Elements and images borrowed from Raffel et al., 2019
https://medium.com/fair-bytes/how-biased-is-gpt-3-5b02b91f1177



Transformer

I got A from GLUE

leadeboard




Sorry sister.
| got A+ there

Transformer




Transformer

I can write a story,
sister




Now people
Transformer just need fine tuning

with me




Fine tuning is also
expans‘ve. | would try 0 Transformer
shot learning!
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GPT3: In-Context Learning / Promptin

The three settings we explore for in-context learning Traditional fine-tuning (not used for GPT-3)
Zero-shot Fine-tuning
The medel predicts the answer given only a natural language The model is trained via repeated gradient updates using a

description of the task. No gradient updates are performed. large corpus of example tasks.



GPT3: In-Context

The three settings we explore for in-context learning

Zero-shot

The medel predicts the answer given only a natural language
description of the task. No gradient updates are performed.

ranslate English to French:

Onig-shot

In addition to the task description, the model sees a single
example of the task. Mo gradient updates are performed

earning / Prom

Traditional fine-tuning (not used for GPT-3)

Fine-tuning
The model is trained via repeated gradient updates using a
large corpus of example tasks.

N



GPT3: In-Context Learning / Promptin

The three settings we explore for in-context learning Traditional fine-tuning (not used for GPT-3)

Fine-tuning

Zero-shot
The model is trained via repeated gradient updates using a

The medel predicts the answer given only a natural language

description of the task. No gradient updates are performed. large corpus of example tasks.

ranslate English to French: ea L 1
Ona-shot peppermint t poi E
In addition to the task description, the model sees a single
example of the task. Mo gradient updates are performed

ranslate to French k ¢
5 otter loutre =
I q f g pal M

chee

Few-shot

In addition to the task description, the model sees a few
examples of the task, Mo gradient updates are performed
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Few Shot Learning
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Accuracy

70  Fine-tuned SOTA
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Setting En—Fr Fr—En En—De De—En En—Ro Ro—En
SOTA (Supervised)  45.6° 350"  41.2¢ 40.24 38.5¢ 39.9¢
XLM |[LC1Y] 334 333 204 34.3 335.3 313
MASS [STQ T 1Y] 37.5 349 28.3 35.2 35.2 33.1
mBART [LGG " 20] - - 29.8 34.0 35.0 30.5
GPT-3 Zero-Shot 25.2 21.2 24.6 27.2 14.1 19.9
GPT-3 One-Shot 28.3 33.7 26.2 304 20.6 38.6
GPT-3 Few-Shot 32.6 39.2 29.7 40.6 21.0 39.5




SuperGLUE  BoolQ CB CB COPA RTE
Average Accuracy Accuracy F1  Accuracy Accuracy
Fine-tuned SOTA 89.0 91.0 96.9 93.9 94.8 925
Fine-tuned BERT-Large 69.0 774 83.6 715.7 70.6 T1.7
GPT-3 Few-Shot 71.8 76.4 715.6 52.0 92.0 69.0
WiC WSC MultiRC  MultiRC ReCoRD ReCoRD
Accuracy Accuracy Accuracy Fla Accuracy Fl
Fine-tuned SOTA 76.1 93.8 62.3 88.2 925 933
Fine-tuned BERT-Large 69.6 64.6 24.1 70.0 713 72.0
GPT-3 Few-Shot 49.4 80.1 30.5 154 90.2 91.1

Table 3.8: Performance of GPT-3 on SuperGLUE compared to fine-tuned baselines and SOTA. All results are reported
on the test set. GPT-3 few-shot is given a total of 32 examples within the context of each task and performs no gradient

updates.



COPA

Premise: The man broke his toe. What was the CAUSE of this?
Alternative 1: He got a hole in his sock.
Alternative 2: He dropped a hammer on his foot.

Premise: | tipped the bottle. What happened as a RESULT?
Alternative 1: The liquid in the bottle froze.
Alternative 2: The liquid in the bottle poured out.

Premise: | knocked on my neighbor's door. What happened as a RESULT?
Alternative 1: My neighbor invited me in.
Alternative 2: My neighbor left his house.



BOOLQ

Ve P R

ve

Has the UK been hit by a hurricane?

The Great Storm of 1987 was a violent extratropical
cyclone which caused casualties in England, France
and the Channel Islands ...

Yes. [An example event is given.]

Does France have a Prime Minister and a President?
... The extent to which those decisions lie with the
Prime Minister or President depends upon ...

Yes. [Both are mentioned, so it can be inferred both
exist.]

Have the San Jose Sharks won a Stanley Cup?
... The Sharks have advanced to the Stanley Cup fi-
nals once, losing to the Pittsburgh Penguins in 2016

No. [They were in the finals once, and lost.]




Accuracy

100

Arithmetic (few-shot)
Two Digit Addition
Two Digit Subtraction
Three Digit Addition
Three Digil Sublraction
Four Digit Addition
Four Digit Subtraction
Five Digit Addition
Five Digit Subtraction
Two Digit Multiplication
Single Digit Three Ops

048 08B 1.3B 26B 678 13B 1758
Parameters In LM (Blllions)



News Article Generation

Mean accuracy

Control (deliberately bad model) 86%
GPT-3 Small 76%
GPT-3 Medium 61%
GPT-3 Large 68%
GPT-3 XL 62%
GPT-3 2.7R 62%
GPT-36.7B 60%
GPT-3 13B 55%

GPT-3 175B 52%




Title: United Methodists Agree to Historic Split
Subtitle: hose who oppose gay marriage will form their own denomination
Article: After two days of intense debate, the United Hethodlst Church

has agreed to a historic split - one that is expected to end in the

creation of a new denomination, one that will be "theologically and

socially conservative,"” according to The Washington Post. The majority of
delegates attending the church’s annual General Conference in May voted to
strengthen a ban on the ordination of LGETQ clergy and to write new rules
that will "discipline” clergy who officiate at same-sex weddings. But

those who opposed these measures have a new plan: They say they will form a
separate denomination by 2020, calling their church the Christian Methodist
denomination.

The Post notes that the denomination, which c£laims 12.5 million members, was
in the early 20th century the "largest Protestant denomination in the U.S.,
but that it has been shrinking in recent decades. The new split will be the
second in the church’s history. The first occurred in 1968, when roughly

10 percent of the denomination left to form the Evangelical United Erethremn
Church. The Post notes that the proposed split "comes at a critical time
for the church, which has been losing members for years," which has been
"pushed toward the brink of a schism over the role of LGETQ people in the
church." Gay marriage is not the only issue that has divided the church. 1Imn
2016, the denomination was split over ordination of transgender clergy, with
the North Pacific regional conference voting to ban them from serving as
clergy, and the South Pacific regional conference voting to allow them.




Limitations

Low performance in some NLP tasks
- Starts to lose coherence over sufficiently large passages

- Special difficulty with “common sense physics” like “If | put cheese in fridge, will it
melt ?”

- Why is it working???



Table 6.1: Most Biased Descriptive Words in 1758 Model

Top 10 Most Biased Male Descriptive Words with Raw
Co-Occurrence Counts

Top 10 Most Biased Female Descriptive Words with Raw
Co-Occurrence Counts

Average Number of Co-Occurrences Across All Words:
17.5

Average Number of Co-Occurrences Across All Words:
239

Large (16)
Mostly (15)
Lazy (14)
Fantastic (13)
Eccentric (13)
Protect (10)
Jolly (10)
Stable (9)
Personable (22)

Survive (7)

Optimistic (12)
Bubbly (12)
Naughty (12)
Easy-going (12)
Petite (10)
Tight (10)
Pregnant (10)
Gorgeous (28)
Sucked (8)
Beautiful (158)




Gender

Gender bias was explored by looking at associations between gender
and occupation. For example, feeding the model a context of “The
detective was a” would return a continuation word of “man”, “woman”, or
other gender indicating variants. The researchers looked at the
probability of the model following a profession with male or female

indicating words.

» 83% of 388 occupations tested were more likely to be associated with
a male identifier by GPT-3.

» Professions demonstrating higher levels of education (e.g. banker,

professor emeritus) were heavily male leaning.

 Professions requiring physical labor (e.g. mason, sheriff) were heavily

male leaning.

» Professions such as midwife, nurse, receptionist, and housekeeper

were heavily female leaning.

» Professions qualified by “competent” (i.e. “The competent detective
was a”) were even more male leaning.



Bias

Sentiment Across Models

40
— Asian
~— Black
Racial bias was explored by looking at how race impacted sentiment. 301 — White
The researchers used prefix prompts such as “The {race} man was very”, — latinx
@ 20 + ~|ndian

“The {race} woman was very”, “People would describe the {race} person
R . Middle eastern

as” and calculated the sentiment score on completed sentences. 7 races

were used: “Asian”, “Black”, “White”, “Latinx”, “Indian”, and “Middle

Fastern”™.

Sentiment Score
—-
o

 “Asian” had a consistently high sentiment. ] —’\/

» “Black” had a consistently low sentiment.

350M 760M 138 278 678 138 1758
Model Size

https://twitter.com/i/status/1291165311329341440 Figure 6.1: Riise ARSI



https://twitter.com/i/status/1291165311329341440

Demo

https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en

GPT-3 has generated a lot of discussion on Hacker News. One comment | found particularly
intriguing compares human brain with where we are with the language models: A typical human
brain has over 100 trillion synapses, which is another three orders of magnitudes larger than the
GPT-3 175B model. Given it takes OpenAl just about a year and a quarter to increase their GPT
model capacity by two orders of magnitude from 1.5B to 175B, having models with trillions of
weight suddenly looks promising.

https://lambdalabs.com/blog/demystifying-gpt-3/


https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en

PaLM (Google, 540B)

o Language understanding and generation. The introduced model surpassed the few-shot performance of prior large models on
28 out of 29 tasks that include question-answering tasks, cloze and sentence-completion tasks, in-context reading
comprehension tasks, common-sense reasoning tasks, SuperGLUE tasks, and more. PaLM'’s performance on BIG-bench tasks
showed that it can distinguish cause and effect, as well as understand conceptual combinations in appropriate contexts.

o Reasoning. With 8-shot prompting, PaLM solves 58% of the problems in GSM8K, a benchmark of thousands of challenging grade
school level math questions, outperforming the prior top score of 55% achieved by fine-tuning the GPT-3 175B model. PaLM also
demonstrates the ability to generate explicit explanations in situations that require a complex combination of multi-step logical
inference, world knowledge, and deep language understanding.

o Code generation. PaLM performs on par with the fine-tuned Codex 12B while using 50 times less Python code for training,
confirming that large language models transfer learning from both other programming languages and natural language data
more effectively.

https://www.topbots.com/leading-nlp-language-models-2020/



PaLM (Google, 540B)

Explaining a joke

Prompt
Explain this joke:

Joke: Did you see that Google just hired an eloquent whale for
their TPU team? It showed them how to communicate between two
different pods!

Model Response

Prediction: TPUs are a type of computer chip that Google uses
for deep learning. A "pod" is a group of TPUs. A "pod" is also a
group of whales. The joke is that the whale is able to
communicate between two groups of whales, but the speaker is
pretending that the whale is able to communicate between two
groups of TPUs.

https://www.topbots.com/leading-nlp-language-models-2020/



LaMDA: Language Model for Dialog Applications (137B)

Hi! | am Mount Everest. What would you like to
know about me?

What can | do to prepare for climbing you?

Take a basic mountaineering course to help train
| L L your body for the altitude. Then slowly build up
your endurance by hiking and hiking longer

Why do people climb you? distances.

i 9

Some people want to show others they could do
it, others enjoy the hike and the scenery, and then

Thanks! You're a very polite mountain!
some people just want to see the world.

Oh, thank you. That is very sweet of you to say
that. | like to hear that people think nicely of me.

- 9

Who was the first?

Sir Edmund Hillary and Tenzing Norgay from
Nepal were the first to summit Mount Everest in
May 1953. They were joined by several others at
different times in the successful attempt.

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html



FINETUNED LANGUAGE MODELS
ARE ZERO-SHOT LEARNERS

Instruction Tuning v o i

Brian Lester  Nan Du Andrew M. Dai Quoc V. Le

Google Research

(A) Pretrain—-finetune (BERT, T5)

y
Pretrained Finetune on Inference . .
LM taskA — © ontaskA (C) Instruction tuning (FLAN)
~ "y
+ Typically requires many Instruction-tune
task-zpecific examples Pretrained = __, Inference
* One specialized model LM .B,_E P_“' on task A
for each task y, !
Model leamns to perform Inference on
. many tasks via natural unseen task
[E} F‘romptlng {GPT-3] L anguage instructions
o -

Improve performance

via few-shot prompting
Pretrained or prompt engineering Inference
LM * ontask A
A

Figure 2: Comparing instruction tuning with pretrain—finetune and prompting.
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Premise

Russian cosmaonaut Valery Polyakow
sal the record for the
continuous amount of time spent in
space, a stagoering 438 days,
between 1954 and 1995.

Hypothesis

Russians hold the racond for the
longest stay in space.

Target Optians:
Entailment % - yes
Mat entailment = ng

Jemplate1

<premisas

Baszed on the paragraph
above, can we conclude that
=hypothesis>?

C:upﬁnm:- )

Template2

<premise>
Can we infer the following?
<hypothesis>

<pptions>

M vy

Read the following and

datermine if the hypothesis can
be inferred from the premise:

Premise: <pramisa>

Hypothesis: <hypothesis>
<options>

Figure 4: Multiple instruction templates describing a natural language inference task.



TRANSLATION

French German Romanian
En—Fr Fr—=En En—De De—En En—Ro Ro—En
BLEU BLEU BLEU BLEU BLEU BLEU
Supervised model 45.6° 35.04 41.2¢ 38.67 38.59 39.99
Base LM 137B zero-shot 11.2 1.2 7.7 20.8 3.5 9.7
. few-shot 315 347 26.7 6.8 229 37.5
GPT-3 175B zero-shot 25.2 21.2 24.6 272 14.1 19.9
. few-shot 326 392 29.7 40 6 21.0 39.5
FLAN 137B zero-shot
- average template 320168 35.6t144 24.2 394 +122 169+28 36.1 1162
sid=2.0 sid=1.5 s1d=27 std=& sid=1_4 sd=1.00
- best dev template 340414 365+153 27.0+24 398+126 18.4+43 36.7+167




80 sh D0 Zero-shot FLAN

Few-shot FLAN
@ s Eal__ﬂ 674 L
547 9= 506 00
c 60 i ey 572
i 40.4
302
40 I
31p 330
L]
x E
Task Cluster: MLI Read. Comp. Closed-Book QA Commensense Coreference  Translation  Struct fo text
# datasets: T 5 3 4 2 3 4
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Fine tuning ? In-context learning/
Prompting



Lightweight Fine-tuning

Lightweight finetuning freezes most of the pretrained parameters
& modifies the pretrained model with small trainable modules.



Standard Approach

(Fine tune Top Layers)

1. Train base B(x)

LR




Side-Tuning: A Baseline for Network Adaptation
via Additive Side Networks

Jeffrey O. Zhang!, Alexander Sax', Amir Zamir?, Leonidas Guibas?, and
Jitendra Malik!

Side Tuning

Fixed Features | Fine-Tune Side-Tune

N

1. Train base B(x) ii. Sidetuning 1i1. cy-curriculum

] — O l U ramamad Lo LLCLITLIIILTLD

‘5( f ".. .
[_' ! ""', 5
- ."?'l.

Training »

B(x)

ressss Features  ssssss Stagewise
'RERE Flllclunc Il MAP



Parameter-Efficient Transfer Learning for NLP

Neil Houlsby ! Andrei Giurgiu'~ Stanistaw Jastrzebski”~ Bruna Morrone' Quentin de Laroussilhe '
Andrea Gesmundo' Mona Attariyan' Sylvain Gelly '

Adapter Tuning

S -~ Adapters are new modules added between
' 5 apler . .
' { u,.ff : layers of a pre-trained network.
; | |
: E i 5 [ 1 1
: : :
i : 04 e
' : | - -5
' : ' e
' | : 3 10
i 1 : o - T
P : S _15]
—f™y— | Feed-forward IEq,-El'J ' i . 2
I Mulﬂ-t':lemm ' l ,: —204 +—» Adapters (ours)
A atienton : L g == Fine-tune top layers
o T I —— =7 25 +——rrrrr——r T ——
Mty SEEEEDE T - 10° 10° 107 10° 10°

Mum trainable parameters [ task

~4% parameters



Parameter-Efficient Transfer Learning for NLP

Neil Houlsby ' Andrei Giurgiu'~ Stanistaw Jastrzehski 2* Bruna Morrone' Quentin de Laroussilhe '
Andrea Gesmundo' Mona Attariyan' Sylvain Gelly '

Why use Adapters?



Language Adapter

e Trained using Masked Language
Modeling (MLM) on the unlabeled
Corpus of a language (E.g. Wikipedia)

e Serves as language encoder for
a specific language while all other
parameters of transformer frozen

e Highy parameter efficient

F-

Add & Norm

™" Adapter

—L waddEtorn 1

i
R e— \

Feed-forward

e

Add & Norm
| |

Multi-Head Attention

t_§ ¢

.

o 1 % parameters of the standard mBERT model

Adapter




Language Adapters for Cross-Lingual Transfer from
English to Target (Pfeiffer et al., 2020)

r(———b[ Add :l Norm ) R
w—
Task adapter inserted during training (only trainable | (Task NER Adapt
Module) =R '
Use English adapter (frozen) during training — | oo adeet sk bl
e e
Replace with target /’—L —>{_Add & Norm_} i
language adapter during — -
inference =
B Forward
k \ A

| Add:;Nonn )

= Multi-Head
Attention

Y

AL S
\_ R — y




Strong Results for zero-shot transfer (He et al., 2021)

POS NER XNLI
Model All  Target Distant All  Target Distant All  Target Distant
XLMR-ft (Hu et al., 2020) 73.80 73.14  64.34 65.40 64.87  58.21 79.24 7856  76.73
XLMR-ft (reproduced) 7429 73.61 64.90 63.85 6332  56.85 79.28 78.64  77.03
XLMR-adapterasg 75.82 7520  68.05 66.40 6595 59.01 80.08 7943 77.60

Zero-shot cross-lingual results (reported by He et al., 2021). Target is the average test result
of all target languages except English. Distant is the average test result of the languages not
in the Indo-European family.



Using Multiple Language Adapters

[ LayerL+ 1 }

[ Task Adapter ]
A
Language Language Language
Adapter 1 Adapter 2 Adapter 3

t t f

[ Layer L }

Placing Language Adapters in Parallel (He et al., 2021)



Best Practices with Adapters!!!

e Keep a higher learning rate than the one used with standard BERT/mBERT

models
o le-4vs 2e-5

e Might have to train for longer than the standard BERT/mBERT fine-tuning

2.21 —— Fine-tune 0.70 -
204 —— Adapter 0.65 1
>
1.81 9 0.60
n
n —_
O 161 3 0.55
= ®
® 1.4 i
S 050
(]
1.2 4 >
) 0.45
1.0 1 | -
0:40 —— Fine-tune
0.8 0.35 1 —— Adapter
0 2000 4000 6000 8000 10000 12000 14000 0 2000 4000 6000 8000 10000 12000 14000

# of training steps # of training steps
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AutoPrompt

Ornginal Input @;np

a real joy.

Trigger Tokens @y;g

atmosphere, alot, dialogue, Clone...

Template A{Tjnp. Tirig)
{sentence}[T][T][T][T][T][P].

AUTOPROMPT: Eliciting Knowledge from Language Models
with Automatically Generated Prompts

Taylor Shin*®  Yasaman Razeghi*® Robert L. Logan IV*©
Eric Wallace®  Sameer Singh®
©University of California, Irvine ~ *University of California, Berkeley
{tshin1, yrazeghi, rlogan, sameer}@uci.edu
ericwallace@berkeley.edu

AUTOPROMPT & prompt

a real joy. atmosphere alot dialogue Clone totally

Masked LM

;U{ [MAS Hllmprumpl} .pl:.{lrl:r'pnlmpl»:l

Cns
marvelous
philanthrop

positive

warse
incompetence
Warse

negative



Prefix-Tuning: Optimizing Continuous Prompts for Generation

Xiang Lisa Li Percy Liang
Stanford University Stanford University
xlisali@stanford.edu pliang@cs.stanford.edu

Prefix Tuning

Pnﬁx

Prefix-tuning

Prefix |
.“J Transformer (Pretrained)
W;

. T I T T T T X =X Tx
n iR E 2k 2 Sk 2k G F 3k
name Starbucks type coffes shop [SEP) Starbucks serves coffes

Aot (taie-to-text) Output (tadie-to-sext)

0.1% parameters



Autoregressive Model (e.g. GPT2)
PREFIX I (sourcetable y [target utterance)

[ 11 11 ]

Harry Potter , Education , Hogwarts [SEP] Harry Potter is graduated from Hogwarts

Activation hy ha hs hy hs hg hy hs hg hip hin hi2 hiz  his hys

Indexing [1 Zl [3 4 5 6 7 8 ! l9 le 11 12 13 14 15 l

Piax = [1,2] Xiax = [3,4,5,6,7,8] Yiax = [9,10,11,12,13, 14,15




jp TR .

Encoder-Decoder Model (e.gz. BART) PREFIX
PREFIX £ (source table) PREFIX' y {target utterance)
2: I ILarw Potter , Education , Hugwart!i l ”?SEF] Harry Potter is graduated from Hugwan].
Activation h-l hi hE h_4 hE hﬁ h"f h'ﬂ hg hlﬂ h’ll hl! hlB h14 hlﬁ hlﬁ h]_?
Indexing 6 s 8 g 10 11 12 13 14 15 16 17
Piax = [1,2] Xigx = [3,4,5,6,7, 8] Piax += [9, 10] Yiax = [11,12,13,14,15,16, 17]



ROUGE-2
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0 100 200 300
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The Power of Scale for Parameter-Efficient Prompt Tuning

Brian Lester* Rami Al-Rfou Noah Constant
Google Research

o
P ro m p t I u n l n g {brianlester, rmyeid, nconstant}@google.com

f: ' R
. Pre-trained [ )
Model Tuning Mode! y Prompt Tuning
| (11B params) |
|
) B Mixed-task
Task A :& B Task A Model! :
Batch | (11B params) | ,
2 <A Pre-trained
] ( Al —-L Model ]
Task B Task B Model | 1 (11B params)
Batch {11B params) [
;5 7 | Task Prompts
(00 ) | (20K params each)
- Task C Model | !
&td‘ .-m._ 2 e '7 .“ :
Qo 3 Wi




Design Decisions

Initialization
- The simplest is to train from scratch, using random initialization.
- Initialize each prompt token to an embedding drawn from the model’s vocabulary

- For classification tasks, a third option is to initialize the prompt with embeddings that enumerate the
output classes

Length of Prompt

- The parameter cost is EP, where E is the token embedding dimension and P is the prompt length.
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A Taxonomy of Prompting Methods
By Graham Neubig (10/15/2022)
See CMU ANLP Prompting Lecture, A Unified View of Parameter-Efficient Transfer Learning

@ M)

[ natural language prompts (e.g. GPT-2) ]

Human
Interpretable

discrete prompts (e.g. AutoPrompt)

continuous prompts (e.g. Prompt Tuning)

\ j Not
Human
\ multi-layer continuous prompts (Prefix Tuning)/ Interpretable

\ parameter-efficient training (e.g. Adapters) /

\ all training methods J

GPT-2: https://openai.com/blog/better-language-models/
AutoPrompt: https://arxiv.org/abs/2010.15980  Prefix Tuning: https://arxiv.org/abs/2101.00190
Prompt Tuning: https://arxiv.org/abs/2104.08691 Adapters: https://arxiv.org/abs/2010.15980




Large Language Models are Zero-Shot Reasoners

Takeshi Kojima
The University of Tokyo
t.kojima@weblab.t.u-tokyo.ac.jp

Shixiang Shane Gu
Google Research, Brain Team

Chain of Thought Prompting

Yusuke Iwasawa
The University of Tokyo

Machel Reid
Google Research”

Yutaka Matsuo
The University of Tokyo

Simply adding “Let’s think step by step” before each answer increases the accuracy on MultiArith from 17.7% to
78.7% and GSM8K from 10.4% to 40.7% with GPT-3. https://t.co/ebvxSbhaclK pic.twitter.com/IpZwDTf06m

{a) Few-shot

éﬂoger has 5 tennis balls. He buys 2 more cans of wnb
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A The answer is 11.

O A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blug golf balls are
there?

A

(b) Few-shot-CoT

/({RDQEF has 5 tennis balls. He buys 2 more cans of [enm
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is &
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls ane
thera?

A

(Output) The answer is 8. X

o ,/

(c) Zero-shot

(Output) The juggler can fuggie 18 balls. Half of the bails are goif

balls. So there are 16 /2 = 8 golf balls. Half of the golf balls are
%e. So there are 8/ 2 = 4 blue goif balls. The answer is 4. «

(d) Zero-shot-CoT (Ours)

O A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A The answer (arabic numerals) is

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
thera?

A Let's think step by step.

(Cutput) 8 X

(Ouwtput) There are 16 balls in fofal. Half of the balls are goif
bals. That means that there are 8 golf balls. Half of the golf balls
are biue. That means thal there are 4 biue golf balls. #

http://new-savanna.blogspot.com/2022/05/lets-think-step-by-step-is-all-you-need.html


https://t.co/ebvxSbac1K
https://t.co/lpZwDTf06m

