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Limitations

- Low performance in some NLP tasks

- Starts to lose coherence over sufficiently large passages

- Special difficulty with “common sense physics” like “If I put cheese in fridge, will it 

melt ?”

- Why is it working???



Fairness and Bias





Bias

https://twitter.com/i/status/1291165311329341440

https://twitter.com/i/status/1291165311329341440


News GenerationDemo

- https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en

https://lambdalabs.com/blog/demystifying-gpt-3/

https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en


News GenerationPaLM (Google, 540B)

https://www.topbots.com/leading-nlp-language-models-2020/



News GenerationPaLM (Google, 540B)

https://www.topbots.com/leading-nlp-language-models-2020/



News GenerationLaMDA: Language Model for Dialog Applications (137B)

https://ai.googleblog.com/2022/01/lamda-towards-safe-grounded-and-high.html
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Lightweight Fine-tunings

Generation
• Lightweight finetuning freezes most of the pretrained parameters 

& modifies the pretrained model with small trainable modules. 



Standard Approach
(Fine tune Top Layers)



Side Tuning



Adapter Tuning

Adapters are new modules added between 

layers of a pre-trained network.

~4% parameters



Why use Adapters?



Language Adapter

● Trained using Masked Language

Modeling (MLM) on the unlabeled

Corpus of a language (E.g. Wikipedia)

● Serves as language encoder for 

a specific language while all other 

parameters of transformer frozen

● Highy parameter efficient 
○ 1 % parameters of the standard mBERT model



Language Adapters for Cross-Lingual Transfer from 

English to Target (Pfeiffer et al., 2020)

Task adapter inserted during training (only trainable 

Module)

Use English adapter (frozen) during training

Replace with target 

language adapter during 

inference



Strong Results for zero-shot transfer (He et al., 2021)

Zero-shot cross-lingual results (reported by He et al., 2021). Target is the average test result 

of all target languages except English. Distant is the average test result of the languages not 

in the Indo-European family. 



Using Multiple Language Adapters

Placing Language Adapters in Parallel (He et al., 2021)



Best Practices with Adapters!!!

● Keep a higher learning rate than the one used with standard BERT/mBERT 

models 
○ 1e-4 vs 2e-5 

● Might have to train for longer than the standard BERT/mBERT fine-tuning
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AutoPrompt



Prefix Tuning

0.1% parameters









Prompt Tuning



Design Decisions

Initialization

- The simplest is to train from scratch, using random initialization.

- Initialize each prompt token to an embedding drawn from the model’s vocabulary

- For classification tasks, a third option is to initialize the prompt with embeddings that enumerate the 

output classes

Length of Prompt

- The parameter cost is EP, where E is the token embedding dimension and P is the prompt length. 
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News GenerationChain of Thought Prompting

http://new-savanna.blogspot.com/2022/05/lets-think-step-by-step-is-all-you-need.html

Simply adding “Let’s think step by step” before each answer increases the accuracy on MultiArith from 17.7% to 

78.7% and GSM8K from 10.4% to 40.7% with GPT-3. https://t.co/ebvxSbac1K pic.twitter.com/lpZwDTf06m

https://t.co/ebvxSbac1K
https://t.co/lpZwDTf06m

