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Limitations

- Low performance in some NLP tasks

- Starts to lose coherence over sufficiently large passages

- Special difficulty with “common sense physics” like “If I put cheese in fridge, will it 

melt ?”

- Why is it working???



Fairness and Bias





Bias

https://twitter.com/i/status/1291165311329341440

https://twitter.com/i/status/1291165311329341440


News GenerationDemo

- https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en

https://lambdalabs.com/blog/demystifying-gpt-3/

https://www.youtube.com/watch?v=8psgEDhT1MM&vl=en
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Lightweight Fine-tunings

Generation
• Lightweight finetuning freezes most of the pretrained parameters 

& modifies the pretrained model with small trainable modules. 



Standard Approach
(Fine tune Top Layers)



Side Tuning



Adapter Tuning

Adapters are new modules added between 

layers of a pre-trained network.

~4% parameters
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AutoPrompt



Prefix Tuning

0.1% parameters









Prompt Tuning



Design Decisions

Initialization

- The simplest is to train from scratch, using random initialization.

- Initialize each prompt token to an embedding drawn from the model’s vocabulary

- For classification tasks, a third option is to initialize the prompt with embeddings that enumerate the 

output classes

Length of Prompt

- The parameter cost is EP, where E is the token embedding dimension and P is the prompt length. 
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