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Automatic conversion of text/speech 



What is Machine Translation?



Approaches to build MT systems



Statistical MT



Statistical MT



IBM Models
● IBM came up with a series of increasingly complex 

models

● Called Models 1 to 5

● Simper models used to initialize the complex models

● This pipelined training helped ensure better solutions



Neural Machine 
Translation



Encode-Attend-Decode models for NMT
● Neural Machine Translation By Jointly Learning to Align and Translate, 

Bahdanu et. al., 2015

● Augmented Encoder-Decoder with attention mechanism

● Perform Beam Search on Decoder to generate most plausible translation

● Evaluate using BLEU metric

● GNMT: Google Neural Machine Translation System, 2016

● 8-layer LSTM Encoder-Decoder

● 10 days training with 96 GPUs - achieves new SOTA



Transformers for NMT
● Attention is all you need, Vaswani et. al., 2017

● Proposed as a much faster alternative to LSTM-based systems

● Reduces training time to 3.5 days with 8 GPUs!

● Took 1 full year to successfully use Transformers in other tasks

● BERT truly demonstrated the power of Transformers in NLP and beyond.



How to effectively use 
monolingual data?



Back-Translation



Self-Training (or Forward Translation)



How do we evaluate 
MT systems?









Learning evaluation metrics
● However, lots of issues exist with metrics like BLEU

● They don’t consider semantic meaning of sentences

● Hence, rephrased outputs are given low scores

● BLEU diverges with human ratings once systems 

cross performance threshold 

● Solution: Use trained neural models for evaluating NMT systems!



BLEURT: BLEU-BERT



BLEURT



How to improve 
performance on low-
resource languages?



Google’s NMT Performance
● image1.gif (1000×750) (bp.blogspot.com)

https://1.bp.blogspot.com/-dvf6wpOpJC0/XtgVORHbA4I/AAAAAAAAGDc/I3a6N8uHzsQicDth9XfROnwb3dye8Pw3gCLcBGAsYHQ/s1600/image1.gif


BART - Pre-training for Seq2Seq tasks
● Denoising Sequence-to-Sequence Pre-training for Natural Language 

Generation, Translation, and Comprehension, Lewis et. al., 2019

● BERT pre-training is useful for Encoder-only settings

● BART introduces pre-training strategy for Seq2Seq models

● Results in SoTA in Seq2Seq tasks like Machine Translation and 

Summarization.





Seq2Seq Pre-training tasks



mBART: Multi-Lingual BART 

● Multilingual Denoising Pre-training for 

Neural Machine Translation, Liu et. al., 2020

● Repeat BART pre-training on CC25 corpus

● Monolingual corpus of 25 languages

● A subset of Common Crawl

● A crawl of the internet







How to make MT 
systems faster?



● What is the bottleneck in current MT systems?



● What is the bottleneck in current MT systems?

● Is encoder or decoder part of the architecture the bottleneck?



Autoregressive vs Non-Autoregressive

● No sequential nature in 

non-autoregressive

● Trade-off of speed vs accuracy

(Machine Translation terminology)

arxiv:1906.02041

https://arxiv.org/pdf/1906.02041.pdf


● Need to predict

the length of output

● Output may not

be grammatical

● Lack of explicit 

conditioning 

● Can introduce 

additional refinement

layers

Non Autoregressive Translation (NAT)



Felix for Non-Autoregressive generation
● Non-Autoregressive models can

be used for any generation task!

● Felix shows it on Seq2Seq tasks

● Pose generation as a pipeline: 

● Tagging+reordering+filling

● Tag words to keep, delete, or insert

● Reorder using POINTER network

● Fill in missing words using MLM


