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● One-hot: Each feature of the input is assigned a unique dimension
● Document: Ind_(wk): 1 if word wk is present in the Document

<Ind_(w0), Ind_(w1), Ind_(w2) ... , Ind_(wn)>

● Dense-Representation: Each feature of the input is assigned a vector
● Document:
● w0: <v1, v2, …, vn>
● w1: <v1, v2, …, vn>

● Feature representations are learnt through SGD algorithm
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● Dense-Representation: Each feature of the input is assigned a vector
● Features may be words, PoS tags, manually defined features

● Classifiers require fixed-size inputs
● Aggregating various feature representations for a document

● Aggregation by summing all feature vectors
● Involves Bag of Words assumption 
● As position of the word/feature is ignored

● CBOW - Continuous Bag of Words Representation
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Properties of learned representations
● Feature Representations are learnt through back-propagation

● “Task-Specific” representations are learnt
● Features which have same meaning for the task will be grouped together

● “Excellent”, “Outstanding” will be nearer to each other compared to 
“Excellent”, “Disappointing” for sentiment analysis

● Nearness measured by cosine similarity, euclidean distance between vectors





Surprising Effectiveness of CBOW 
● Understanding “document” embeddings of CBOW

● Contains more information than we might imagine!

● Can estimate the length of the sentence

● Contains a non-trivial amount of word-order

● Can be used to identify individual words in the sentence
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Learning Task-Agnostic Word Embeddings
● Word representations learnt through document classification

● Representations/Embeddings
● Embedding of word in a higher-dimensional space

● Embeddings are task-specific
● How to learn task-agnostic word embeddings?

● The Distributional Hypothesis is that words that occur in the same contexts 
tend to have similar meanings (Firth, 1957)

● A word is known by the company it keeps!
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Cross-entropy Loss



































Deep Learning Trivia

Interesting Read: 
https://www.newyorker.com/magazine/2018/12/10/the-friendship-tha
t-made-google-huge 
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Issues with Word2Vec and Glove
● Option 1: Learn UNK embedding
● Replace words occurring only once or twice in the training data with UNK

● Issues: 
● Loss of information
● Not using rich internal structure present in words - Morphology

● We can have a rough idea of Embedding(‘taller’) from Embedding(‘tall’)
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Fasttext Representations
● Train embedding for character n-grams 

● Embedding of word = Sum of embedding of character n-grams

● Train skip-gram model based on these embeddings

● Output: Learnt character n-gram embeddings 

● Unknown words - divide into constituent character n-grams 
● Sum their embeddings



Issues with Word2Vec, Glove and Fasttext
● Context-insensitive embeddings

● Same embedding for Amazon in the two sentences

● Jeff Bezos, CEO of Amazon makes $2,219 per second — more than twice 
what the median US worker makes in one week.

● Amazon Rainforest wildfires this year at their highest level since 2010



Context-Sensitive Word Representations
● Assign topics for each word - using Word Sense Disambiguation, or LDA

● Represent each topic with a vector

● Jointly learn topic and word embeddings



Topical Word 
Embeddings,
AAAI 2015



Document Embeddings
● Word2Vec presents an “unsupervised” algorithm for training word 

embeddings

● Can we come up with a similar technique for generating document 
embeddings?



Distributed Representations 
of Sentences and 
Documents,
ICML 2014

Distributed Memory Model 
of Paragraph Vectors 
(PV-DM)



Issue: Needs gradient 
descent at test time!
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Is this relevant?
PapersWithCode Leaderboard on IMDB Review Classification



NB-Weighted-BON + dv-cosine 

● Naive-Bayes weighted Bag of N-grams

● Train with cosine similarity instead of dot product











More Reading resources 

● https://web.stanford.edu/~jurafsky/li15/lec3.vector.pdf
● https://ruder.io/word-embeddings-1/
● https://ruder.io/word-embeddings-softmax/index.html
● https://ruder.io/secret-word2vec/index.html

https://web.stanford.edu/~jurafsky/li15/lec3.vector.pdf
https://ruder.io/word-embeddings-1/
https://ruder.io/word-embeddings-softmax/index.html
https://ruder.io/secret-word2vec/index.html


Finally, for the brave-hearted… 

● Word2Vec - highly optimized C code:
● https://github.com/tmikolov/word2vec
● Note of Caution: Lots of malloc, calloc

● Readable version of the code:
● https://github.com/chrisjmccormick/word2vec_commented 

● Python implementation:
● https://github.com/RaRe-Technologies/gensim 

https://github.com/tmikolov/word2vec
https://github.com/chrisjmccormick/word2vec_commented
https://github.com/RaRe-Technologies/gensim


● Link: https://colab.research.google.com/drive/1_2Ge4OLWj6I8O9Odp-OGYzHmr04tKC96?usp=sharing

● Contains 7 problems with varying levels of difficulty

● Will help improve your understanding of Pytorch

● Please attempt them before the next class 

● We will share the solutions in the next class

Pytorch Worksheet

https://colab.research.google.com/drive/1_2Ge4OLWj6I8O9Odp-OGYzHmr04tKC96?usp=sharing


Next Class
● CNN-based n-gram embeddings

● RNN: Recurrent Neural Networks

● LSTM: Long Short Term Memory

● GRU: Gated Recurrent Units


