
Classical NLP

Naive Bayes, TF-IDF, Bag-of-Words, and Logistic 

Regression



Is this relevant?

PapersWithCode Leaderboard on IMDB Review Classification



Is this relevant?

● Naive-Bayes weighted bag of n-grams trained with cosine similarity

● Link: https://www.aclweb.org/anthology/P19-2057/

● Background:

● Weighted neural bag-of-n-grams

● Link: https://www.aclweb.org/anthology/C16-1150.pdf

● Questions to ponder:

● How do you apply this on new test documents?

● Can you change the GenSim Doc2Vec (link) to implement this paper?

https://www.aclweb.org/anthology/P19-2057/
https://www.aclweb.org/anthology/C16-1150.pdf
https://radimrehurek.com/gensim/models/doc2vec.html#gensim.models.doc2vec.Doc2Vec


And….













































Generative vs Discriminative 

● Generative classifiers

● Assume some functional form for P(Y), P(X|Y)

● Estimate parameters of P(X|Y), P(Y) from training data

● Use Bayes rule to calculate P(Y |X)

● Discriminative Classifiers

● Assume some functional form for P(Y|X)

● Estimate parameters of P(Y|X) directly from training data



Generative vs Discriminative

● Generative classifiers:

● Naïve Bayes

● Bayesian networks

● Markov random fields

● Hidden Markov Models (HMM)

● Discriminative Classifiers:

● Logistic regression

● Scalar Vector Machine

● Traditional neural networks

● Nearest neighbour





Logistic Regression - Brief Intro

● p(y=1|x,w) = σ(wTx) = 1/(1+exp(-wTx)) = exp(wTx)/(1+exp(wTx))

● p(y=0|x,w) = 1/(1+exp(wTx))

● A special case of exponential family of models in which 𝜱(x,y) = yx

● Commonly used discriminative model on standard datasets







Single-Layer Perceptron

Cannot solve even a 

XOR problem !!!



Multi-Layer Perceptron (MLP)



MLP 

● Idea is to approximate more complicated underlying probability distributions in 

the dataset

● Hyperparameters are - no. of hidden layers, no. of neurons in each hidden 

layer, choice of activation function (ReLu, sigmoid, GeLu etc. )

● Practically single-hidden layer neural networks used as basic units in many 

applications (BiLSTM, wordvec etc.)



Document Features

● Binary Features:

● Presence or absence of a word in the document

● D1 = <0, 0, 1, …, 1, 0>

● Count-based Features:

● Number of times a word appears in the document

● D1 = <0, 0, 4, …, 7, 0>





Encoding Prior knowledge into features













Tf-idf representation of documents

w1 w2 …... wj …... wN

doc1

….

doci tfji*idfj

….

docD

tfji = log2(1+wji)

idfj =1+log2(D/Dj), where Dj is no. of documents 
containing term wj





N-Gram features

● An n-gram is a subsequence of n items from a given sequence.

● Unigram: n-gram of size 1

● Bigram: n-gram of size 2

● Trigram: n-gram of size 3 

● Input: “the dog smelled like a skunk”

● Bigrams: 

# the, the dog, dog smelled, smelled like, like a, a skunk, skunk#

● Trigrams: 

# the dog, the dog smelled, dog smelled like, smelled like a, like a skunk and 

a skunk #.



Diving Deeper into Feature Engineering

















Scikit example

Loading data

Extracting 
feature 
vector



fitting model 
on train set

Prediction 
on test set



Next Class

● “CBOW - Continuous Bag of Words” 

● Models for learning feature vectors

● “Word2Vec and Glove” 

● Models for learning word vectors 



References

● http://www.cse.iitd.ac.in/~mausam/courses/col772/spring2019/lectures/06-

loglinear.pdf
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textcat.pdf
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http://www.cse.iitd.ac.in/~mausam/courses/col772/spring2019/lectures/06-loglinear.pdf
http://www.cse.iitd.ac.in/~mausam/courses/col772/spring2019/lectures/04-textcat.pdf
http://spring2015.cs-114.org/wp-content/uploads/2016/01/NgramModels.pdf


Multi-class Problems

•58
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● Most (over)used data set, 21,578 docs (each 90 types, 200 tokens)

● 9603 training, 3299 test articles (ModApte/Lewis split)

● 118 categories

○ An article can be in more than one category

○ Learn 118 binary category distinctions

● Average document (with at least one category) has 1.24 classes

● Only about 10 out of 118 categories are large

Common categories

(#train, #test)

Evaluation: Classic Reuters-21578 Data Set 

• Earn (2877, 1087) 
• Acquisitions (1650, 179)
• Money-fx (538, 179)
• Grain (433, 149)
• Crude (389, 189)

• Trade (369,119)
• Interest (347, 131)
• Ship (197, 89)
• Wheat (212, 71)
• Corn (182, 56)

Sec. 15.2.4
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Reuters Text Categorization data set (Reuters-21578) document

<REUTERS TOPICS="YES" LEWISSPLIT="TRAIN" CGISPLIT="TRAINING-SET" OLDID="12981" 

NEWID="798">

<DATE> 2-MAR-1987 16:51:43.42</DATE>

<TOPICS><D>livestock</D><D>hog</D></TOPICS>

<TITLE>AMERICAN PORK CONGRESS KICKS OFF TOMORROW</TITLE>

<DATELINE>    CHICAGO, March 2 - </DATELINE><BODY>The American Pork Congress kicks off tomorrow, 

March 3, in Indianapolis with 160 of the nations pork producers from 44 member states determining industry positions 

on a number of issues, according to the National Pork Producers Council, NPPC.

Delegates to the three day Congress will be considering 26 resolutions concerning various issues, including the 

future direction of farm policy and the tax law as it applies to the agriculture sector. The delegates will also debate 

whether to endorse concepts of a national PRV (pseudorabies virus) control and eradication program, the NPPC said.

A large trade show, in conjunction with the congress, will feature the latest in technology in all areas of the industry, 

the NPPC added. Reuter

&#3;</BODY></TEXT></REUTERS>

Sec. 15.2.4



Precision & Recall

P

N

“P

”

“N”

TP FN

FP TN

Predicted
A

ct
u
al

Two class situation

FP

FP
TP

Multi-class situation:

Precision  =  TP/(TP+FP)

Recall      = TP/(TP+FN)

F-measure = 2pr/(p+r)       
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Micro-‐ vs. Macro-‐Averaging 

62

• If we have more than one class, how do we 

combine multiple performance measures into one 

quantity? 

• Macroaveraging

– Compute performance for each class, then average. 

• Microaveraging

– Collect decisions for all classes, compute contingency 

table, evaluate



Precision & Recall

Multi-class Multi-label situation:

63

Precision(class 1)  =  251/(Column1)

Recall(class 1)      = 251/(Row1)

F-measure(class 1)) = 2piri/(pi+ri)       

Precision(class i)  =  TPi/(TPi+FPi)

Recall(class i)      = TPi/(TPi+FNi)

F-measure(class i) = 2piri/(pi+ri)       

Aggregate

Average Macro Precision =  Σpi/N

Average Macro Recall      = Σri/N

Average Macro F-measure = 2pMrM/(pM+rM)  

Average Micro Precision =  ΣTPi/ ΣiColi

Average Micro Recall =  ΣTPi/ ΣiRowi

Average Micro F-measure = 2pμrμ /(pμ+rμ)



Precision & Recall

Multi-class situation:
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Precision(class 1)  =  251/(Column1)

Recall(class 1)      = 251/(Row1)

F-measure(class 1)) = 2piri/(pi+ri)       

Precision(class i)  =  TPi/(TPi+FPi)

Recall(class i)      = TPi/(TPi+FNi)

F-measure(class i) = 2piri/(pi+ri)       

Aggregate

Average Macro Precision =  Σpi/N

Average Macro Recall      = Σri/N

Average Macro F-measure = 2pMrM/(pM+rM)  

Average Micro Precision =  ΣTPi/ ΣiColi

Average Micro Recall =  ΣTPi/ ΣiRowi

Average Micro F-measure = 2pμrμ /(pμ+rμ)

Aren’t μ prec and μ recall the same?

Missed predictions

Classifier hallucinations



Multi-Class Classification

● What? 

○ Converting a k-class problem to a binary problem.

● Why?

○ For some ML algorithms, a direct extension to the multiclass case may 
be problematic.  

● How?

○ Many methods

•66



Methods

● One-vs-all

● All-pairs

● Error-correcting Output Codes (ECOC)

● …

•67



One-vs-all

● Create many 1 vs other classifiers

Classes = City, County, Country

○ Classifier 1 = {City} {County, Country}, Classifier 2 = {County} {City, Country}, 

Classifier 3 = {Country} {City, County}

● Training time:

○ For each class cm, train a classifier clm(x)

■ replace (x,y) with 

(x, 1) if y = cm

(x, -1) if y != cm

•68



An example: training

● x1 c1 …

● x2 c2 …

● x3 c1 …

● x4 c3 …

for c1-vs-all:

x1     1 …

x2    -1 …

x3     1  …

x4    -1 …

for c2-vs-all: 

x1     -1

x2      1 …

x3     -1  …

x4     -1 …

for  c3-vs-all:

x1    -1…

x2    -1…

x3    -1  …

x4     1 …

•69



One-vs-all (cont)

● Testing time: given a new example x

○ Run each of the k classifiers on x

○ Choose the class cm with the highest 

confidence score clm(x):  

c* = arg maxm clm(x)
•70



An example: testing

● x1 c1 …

● x2 c2 …

● x3 c1 …

● x4 c3 …

 three classifiers

Test data: 

x    ??   f1 v1 …

for c1-vs-all:

x  ??      1    0.7    -1  0.3  

for c2-vs-all 

x   ??       1   0.2     -1  0.8

for c3-vs-all

x   ??       1   0.6     -1  0.4

=> what’s the system prediction for x?

•71



All-pairs (All-vs-All (AVA))

● Idea: 

○ For each pair of classes build a classifier

○ {City vs. County}, {City vs Country}, {County vs. Country} 

○ Ck
2 classifiers: one classifier for each class pair.

● Training: 

○ For each pair (cm, cn) of classes, train a classifier clmn

■ replace a training instance (x,y) with (x, 1) if y = cm, (x, -1) if y = cn

otherwise ignore the instance
•72



An example: training

● x1 c1 …

● x2 c2 …

● x3 c1 …

● x4 c3 …

for c1-vs-c2:

x1     1 …

x2    -1 …

x3     1  …

for c2-vs-c3: 

x2      1 …

x4     -1 …

for  c1-vs-c3:

x1     1…

x3     1  …

x4     -1 …

•73



All-pairs (cont)

● Testing time: given a new example x

○ Run each of the Ck
2 classifiers on x

○ Max-win strategy: Choose the class cm that wins the most pairwise comparisons: 

○ Other coupling models have been proposed: e.g., (Hastie and Tibshirani, 1998)
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An example: testing

● x1 c1 …

● x2 c2 …

● x3 c1 …

● x4 c3 …

 three classifiers

Test data: 

x    ??   f1 v1 …

for c1-vs-c2:

x  ??      1    0.7    -1  0.3  

for c2-vs-c3 

x   ??       1   0.2     -1  0.8

for c1-vs-c3

x   ??       1   0.6     -1  0.4

=> what’s the system prediction for x?

•75



Hierarchical Categorization

● Pick the category with max probability

● Create many OVA/AVA classifiers

● Use a hierarchical approach (wherever hierarchy available)

Entity

Person Location

Scientist            Artist    City    County    Country
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Summary

● Different methods:

○ Direct multiclass, if possible

○ One-vs-all (a.k.a. one-per-class): k-classifiers

○ All-pairs: Ck
2 classifiers

○ Hierarchical classification (logC classifiers)

● Some studies report that All-pairs works better than one-vs-all.
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