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ChatGPT and other Large Language Models



Humans and Language

How was your day today?

My day was good. I attended a panel.

• Encoding: Input words are processed by the brain
• Words are discrete; brain processing uses signals (continuous)

• Reasoning: Brain performs internal reasoning to decide a response

• Decoding: Brain verbalizes the response one word at a time  



Idea 1 [2013]: A Word is a (continuous) Vector

Word2Vec
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Idea 2 [2017]: A Word can be Many (continuous) Vectors

• One embedding not enough for words that have multiple meanings

• Bank – financial institution or river bank

• Transformers: a novel neural architecture to generate
context-based word embeddings

Transformer

I deposited money in bank

contextual 
embeddings



Idea 3 [2014]: Generative NLP

Transformer (Encoder)

how was your day today

Transformer (Decoder)

<s> my day was good

my day was good .

Challenge: How to train?  -- using annotated training data

limited availability of (input-output) pairs 



Idea 4 [2018]: Self-supervised Learning

• Convert general text on the Web into huge number of (input-output) pairs

• Linguistics is the ________

• Linguistics is the scientific _______

• Linguistics is the scientific study ________

• Linguistics is the scientific study of _________

• Linguistics is the scientific study of human _________

• scientific

• study

• of

• human

• language



Idea 4 [2018]: Self-supervised Learning

Transformer (Decoder)

Linguistics is the<s>

p(w)

Train parameters 
such that 
p(scientific) is high

Pre-trained 
Language Models



Idea 5 [2019++]: Scaling Up! Larger Datasets; Larger Models

Transformer (Decoder)

Linguistics is the<s>

p(w)

Train parameters 
such that 
p(scientific) is high

Transformer (Decoder)

Transformer (Decoder)

Transformer (Decoder)
...



Progression of #Parameters in PTLMs

Figure by Peter Lee

$4.6 million
for one model



[2020] GPT3

• caught people’s imagination worldwide

• give it prompt (instruction): it gave surprisingly credible response

• … but had many many issues

• made loads of mistakes

• impolite

• racist/sexist;

• perpetuate stereotypes; misinformation

• etc.



Idea 6: Massive Manual Annotation 
[2022] GPT3  GPT3.5 (backend of ChatGPT)

Figure from https://blog.bytebytego.com/p/ep-44-how-does-chatgpt-work



[2023] GPT4

GPT-4 is reportedly about six times larger than GPT-3, with one 

trillion parameters, according to a report by Semafor, which has 
previously leaked GPT-4 in Bing.

GPT4 >> GPT3.5
ChatGPT (Pro) >> ChatGPT



ChatGPT Pro (with GPT4 backend)

• Skills are incredible and unbelievable

• Language skills
• Summarizes text
• Writes emails
• Writes poems…

• Showcases expertise in many domains: legal, medical, physics, …

• Has demonstrated ability to understand complex ideas

• Has demonstrated ability to perform complex reasoning

• Can write complicated computer programs

• …



GPT3.5

“The old version from a few months ago 

could be a solid B student,” said Salman 

Khan, founder of Khan Academy, ... 

“This one can be an A student in a pretty 
rigorous program.”

Codex used for
• boilerplate code
• error explainability
• autofixing errors

20% efficiency

Figure by Sebastien Brubeck



Figure by Peter Lee



Figure by Peter Lee



Three (Extreme) Reactions

• Denial: it is just statistics on steroids – not real intelligence!

• Dystopia: the world as we know it is going to end. What will happen to jobs?

• Euphoria: I can just sit back and let ChatGPT do everything for me

• Realism: understand the technology and work with it, where appropriate



My Research Questions

• Is GPT4 great at all kinds of AI tasks? 

• Language – Knowledge – Reasoning

• Is GPT4 great in all ML settings? 

• no supervision – some supervision – lots of supervision

• What about Cost? Latency?  

• Are traditional AI models of no use now?



My Experiments with GPT4
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My Experiments

• GPT4 and Language Skills 

• No Data: GPT4 and Reasoning Skills
• How well does GPT4 perform in complex reasoning tasks (QA)?
• How well does GPT4 perform in NP-complete puzzles?

• No Data: GPT4 and Multilingual Skills
• Can GPT4 help with unseen languages?

• Data: GPT4 and NLP Tasks
• How well does GPT4 compare against SoTA supervised models?

• GPT4 too Expensive! Use GPT4 only when necessary

• No Success so far
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Poem on IIT Delhi



My Experiments
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• How well does GPT4 perform in complex reasoning tasks (QA)?
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• No Success so far



JEEBench
[Arora et al EMNLP’23]

• The JEE Advanced exam is an interesting benchmark to study problem 
solving capabilities

• Tough and lengthy questions.

• Extremely competitive  quality of questions is high! 

repetition is low(?)

more reasoning, less recall



GPT4 for problem solving

• Our dataset: JEEBench
• 515 text-only questions from 

2016 to 2023.

• Subjects: Phy, Chem, Maths

• Types:



JEEBench

• Solving problems requires
• Concept Retrieval

• retrieving relevant concepts 

(Kirchhoff’s laws, integration by parts,  
Newton’s laws)

• Concept Grounding 

• grounding concepts into equations.

• Symbolic Manipulation 

• solving equations to get the final answer.



Evaluating LLMs on JEEBench

• Main takeaways:
• GPT-4 is unparalleled.

• CoT (Let’s think step by step) and SC (Self Consistency) give significant gains.



Evaluating LLMs on JEEBench

• Takeaways (repeated)
• GPT-4 is unparalleled.

• CoT (Let’s think step by step) and SC (Self Consistency) give significant gains.









Where does GPT4 fail?
Conceptual Error

Computational  Error

Grounding Error

Error Analysis



Can GPT4 decide when not to answer?

• The real bane of the exam: negative marking.
• LLM needs to introspect for its own confidence levels

• It must self-decide whether to answer based on its confidence.

• Mere prompting with the marking scheme doesn’t help!



Can GPT4 decide when not to answer? 

• Sample responses (temp=0.5) 
estimate confidence of top answer

• Learn threshold on this confidence

• Only answer if confidence exceeds threshold.



with lots of caveats & disclaimers

GPT4 lies in the top 80-90% of 

JEE Advanced applicants.

GPT4 vs. Human Performance



Takeaways

• No model comes even remotely close to GPT4 in terms of reasoning QA.

• GPT4 is not good at estimating its own confidence.

• GPT4 is much stronger than the average human in reasoning, but still 
much weaker than the smartest humans.

• Use our benchmarks to measure your LLMs! 


