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Abstract

We introduce hierarchical neighbor graphs, a new topolamytrol mechanism for wireless sensor networks. This mashan
is a randomized one that takes a single parameter,p < 1, and uses it to build a structure that has the flavor of hibieat
clustering and is fully distributed in the sense that it iieegi only local knowledge at each node to be formed and regair
and moreover requires minimal computation in this procélsrarchical neighbor graphs naturally account for défeses in
the battery power of nodes and are able to use energy efficieptreorganizing dynamically—without any global cooraliion
or communication—when the battery power of heavily utdizeondes decreases. In this paper we study the lifetime aray dél
hierarchical neighbor graphs, giving analytical chanazétions of both. We perform simulations to demonstratedénsitivity of
the lifetime and delay to the number of nodes in the netwouk thie parametep, also studying the tradeoff between these two
quantities and the effects of application-specific dataegation policies. Through extensive simulations we caméerarchical
neighbor graphs against other leading proposals for ddtaction in wireless sensor networks and demonstrate thaeneral
our structure provides better lifetime values than mosemwottructures, and, importantly, is able to deal with hefen@ous
distributions of initial battery power much better than\poeis proposals.

|I. INTRODUCTION

For sensors placed in a remote unattended environment ility &dbform a multi hop network that relays sensed data back
to a base station that may lie outside the sensed region @satrdhis problem is known as the topology control problem
for wireless sensor networks (WSNs) and has been extepstadiied in the literature [9]. In this paper we present aehov
architecture for the topology control problem, thierarchical neighbor graph (HNG). The key idea of our construction is that
each node is assigned a level that is determined partly byadiiery power of the node and partly by a geometric random
variable with parametep. Each node chooses as its parent the node nearest to it whwadad strictly greater than its own
and connects to this parent, also connecting to all otheesiad its own level that are closer than its parent. Our sirecis
distinguished from the several other structures proposedopology control by the property that it is fully distrited: both
topology construction and maintenance can be achieved lsial actions at individual nodes without the need for alopag!
information.

The HNG has all the benefits of a bounded degree hierarclircaitgre. Additionally the structure also seamlessly thesid
changes in battery power and heterogeneity in the initittebapower of the nodes in the network, thereby making it aamo
pragmatic solution than other proposals. In this paper wdysthe properties of hierarchical neighbor graphs in lighthe
constraints and requirements of the problem setting ancbdstrate analytically and through simulation that our deciture
compares favorably with the leading solutions to this peablproposed in the literature.

The basic issue of topology control for wireless networks, mecessarily in the context of WSNSs, is that of choosing the
right topology for wireless nodes that transmit under thest@int of interference. Keeping tliegree of the network low is
critical in this case, while ensuringpnnectivity i.e. that every node has a path to the base station. For dedktegatment of
this more general problem see [15]. In the WSN situation whek communication is between the nodes and a single base
station the primary measure of the quality of such a netwsrthéthroughput between the nodes and the base station. But
that is not the only criterion. Specific to wirelesansor networks is also the problem of energy conservation. Sensdes
are small devices with limited battery power. In remote smvinents we cannot assume that the batteries can be redharge
easily or replaced. So, research in this area operates tilel@ssumption that each node of the network lives till it tes
battery power to perform its function and hemagtwork lifetime is a critical parameter of any proposal. Additionally any
asymmetry in the energy expended in the process of datatioallsmeans that the roles of nodes have to change as their
battery power changes. Hence ttast of restructuring has to be accounted for as it eventually affects networkidife. The
primary advantage of HNG is that restructuring is based @allp available information at every node and is oblivioos t
what happens in other parts of the network. Hence, fewer agesshave to be sent and our restructuring cost is low.

Application-specific issues also arise. In applicatioie liarget tracking or radiation level monitoring, tdelay between
sensing the data and its arrival at the base station has ts lmvaas possible. In other applications, the data sensefies o
redundant and highly correlated and the energy requiredrémsmitting data is often much more than the energy reduire



to aggregate the data. Data fusion at some nodes can reduceithber of messages transmitted through the network and
hence improve its energy efficiency (see e.g. the survey liggepalan and Varshney [14]). We demonstrate that hieiGath
neighbor graphs are well suited to taking advantage of dggaegation to improve efficiency. We study cases where all th
data has to be fused into a single value (e.g. finding the maxirof a set of sensed values which could be the quantity of
interest in radiation level monitoring in a nuclear plard])land also cases where there is a bounded amount of coriguress
that can be achieved without losing information (e.g. terapge monitoring where only neighboring sensors may hahees
close to each other.)

Main contributions.: (i) We describe hierarchical neighbor graphs, a new strector data collection in wireless sensor
networks, detailing the algorithms for topology constimietand maintenance (Section Il). (ii) We describe the oj@maof
a network built on hierarchical neighbor graphs and prowddalytical characterizations of the network lifetime arelag
(Section Il1. (i) Through extensive simulation studieg wvestigate the sensitivity of our structure to variouspzeters and
also compare the lifetime and delay of our mechanism to thégamling proposals for this problem (Section V).

A. Related Work

Several architectures for collecting data in sensor ndtsvdrave been proposed in the literature. We do not attempt a
comprehensive survey of the literature here, referringdaeler to [9] and [1] instead. In this section we mention sofmie
prominent proposals reported in the literature and distiusis properties in relation to HNGs.

Hierarchical neighbor graphs can be classified along witkt @Sproposals that are cluster-based in structure. Tmesade
LEACH [6], TEEN [12], APTEEN [13], HEED [21], [19]. One majoadvantage the HNG has over these schemes is that
cluster heads choose themselves randomly and no netwalk-@gordination is required. Schemes based on chains are als
reported in the literature e.g. PEGASIS [11]. Chain bas@dogols are more energy efficient than cluster based pristden,
as expected experience very large delay, making them adeiifor time-critical applications. The delay is lineartire size
of the network. In HNG, by contrast, because of the hieraalmature the delay is logarithmic in the size of the network

Another class of architectures are based on methods ofithgisbanning structures like connected dominating sets or
spanning trees out of the sensor network. Among these ar&@HDAP [18] and trees built on voronoi tessellation of psint
of independent homogeneous poisson point processes [8].a@itiantage of HNGs over these methods is that they require
complicated algorithms to be run, often in a centralizethifas. Maintaining and repairing such structures is a nanairtask,
unlike HNGs which can be maintained very easily. This is amaathge HNGs have over other classes of architectures as
well. In LEACH, for example, nodes must know the number of e®ih the network and the cluster heads of the network
and an estimate of energy remaining in the network at the éméah round. Both PEGASIS and H-PEGASIS require chain
building using greedy approach for which they assume thdesdave global knowledge of the network.

Like our hierarchical neighbor graphs that build a connésteucture by sampling repeatedly many of the schemestexpor
in the literature also have hierarchical versions e.g. FEREIS [10], the concentric clustering scheme for PEGASIG Hnd
COSEN [17]. As expected these do better than PEGASIS in tefrdslay since their hierarchical nature helps in simultarse
multiple chain buildings and hence reduced delays. Thesbfids that constructing hierarchical versions of thedeestes has
great computational overhead while HNGs are organicaklydrnchical by their very nature.

Finally we note that HNGs belong to a class of topologies #inatbased on selecting connections from among the neighbors
of a node. The model of choosing a fixed number of neighborsbeas used to construct connected topologies [5]. The
fundamental problem with this approach is that the numbaeareiaghbors required to achieve a connected network, andeso th
degree of the network, scales up as the logarithm of the dizbeonetwork when the nodes are placed randomly [20], [4]
unlike HNGs in which the expected degree remains constam ag the size of the network scales up. Additionally HNGs
have better delay because of their hierarchical nature.

II. HIERARCHICAL NEIGHBOR GRAPHS

In this section we define hierarchical neighbor graphs amdaégx how to construct them and how to adapt to decrease in
battery power and death of individual sensor nodes. We pastpo Section Il a discussion of how the network operates.

A. The structure
Consider a set of point§ ¢ R2. We are given a functiom : V — R, such that each node € V has a battery power
w(u)/c associated with it, whereis a constant determined by the minimum battery power a nedesto operate. Taking a
parametep such that) < p < 1, we form thep-hierarchical neighbor graph dri with weight functionw, denotedﬂNg’(V)
as follows:
1) We create a sequenéé,, : n > 0} of subsets oft” such thatS, = V. S; is populated in two ways, one deterministic
and one randomized.
« Deterministically, allu € S;_; with |log: w(u)] > 4 are put intoS;.
« The remaining points ob;_; are placeé inS; with probability p independently of the choice of all other points.



2) After obtaining the sequence of sets, we say thatéha lev,(u) = ¢ such thatu € S; andu & Si41.

3) Each pointu € V' grows a circle around it which stops growing the first time anpof v with lev,(v) > lev,(u) is
encounteredu makes connections to all nodeswith lev,(w) = lev,(u) that lie within this circle and to the node(s)
of Sle\/p(u)+1 that lie on the circumference of the circle.

As a convention we assume thatifis the largest integer such théy, is non-empty then the nodes 8§, are fully connected
among themselves. Further we assume that all the nod€s are connected to the base station.

Before moving on to discuss the issues involved in constrgahis topology we make two observations. Firstly, notat th
V is a finite set of nodes then it is obvious thﬂtl;f(V) is connected. Secondly, we note that the way the structutefised,
it may be that nodes make connections with other nodes whielrditrarily far away which is unrealistic given that wass
sensors have a limited transmission radius. However, iagy @o prove that if the nodes &f are uniformly distributed in a
bounded region then the probability of having long conmetidecreases with the density of the nodes in the regionceHen
by raising the density of the nodes to a suitably high valuecar ensure with high probability that no node needs to cdnnec
beyond its transmission radius. We omit a formal proof irs thktended abstract, referring the reader to [3] where we als
define a radius-bounded version of HNGs.

B. Topology construction

Prior to deployment each node’s level is determined as testrabove based on the initial battery power and random
promotions. The random promotion can be hardwired into #mssr node. The deterministic promotion is determined By th
battery power. When the nodes are deployed in the field, theegs of network formation commences. It proceeds in three
phasesPhase 1. Advertise and listen. (i) Each node sends out a message containing it's ID and.|@i)eEvery node also
receives advertisement messages from other nodes. (gndle disregards all messages from nodes with lower lavaisits
own, notes the messages from the nodes of its own level aptigevater than its own. (iv) At the end of the phase it idesgifi
as its parent the node with level greater than its own whageasis the strongest. It also identifies the nodes of its awvell
whose signal is stronger than its pardpitase 2: Request connection. Each node sends messages requesting connection to the
nodes it has identified in the previous phase. A node mayvwecaeessages from nodes of lower level which have identified
it as parentPhase 3: Make connection. The nodes requested acknowledge the request and a comisctiade.

Clearly the number of messages sent out inAlleertise and Listen phase is one per node i8/|. Since every connection
requested is made, the number of messages is twice the defgifee network. If we assume that(v) = 1 for everyv € V,
we can show the following theorem whose proof is given in thievfersion of this paper [3]:

Theorem 2.1: Given a point sel/ and a weight functiorl such thatvv € V : 1(v) = 1, the expected degree of any point
vevVin HN;(V) constructed with parameter 0 < p < 1 is at most% + ﬁ. Moreover, ifV is a Poisson point process
with density A > 0 then the expected degree is at mést
Hence the expected number of messages per node sent in Phasds3 is independent of the size Bfand of the density
A i.e. the total number of messages sent in construdﬂNQ(V) is O(|V)).

C. Topology maintenance

Nodes at higher levels in the hierarchy get depleted of theargy quicker. This leads to heterogeneity in the network
even if all sensor nodes had the same residual energy to bétinWe periodically restructure the network to distribuhe
energy load according to the residual energy of each noderder for the network to correspond to the definition of an HNG
restructuring should be triggered every time the residuargy of a hode goes down by a factor phbecause this causes
the level of the node to decrease by 1. In practice we needhedsde repair windows where a node interrupts its regular
operation to check its energy level and repair itself. Thitkeof how these repair windows are scheduled are posthtme
Section Ill. Here we discuss how to repair nodes once their@padow has been entered and the node finds that it needs
repair.

The repair process proceeds, like the construction prdoetsee phased?hase 1: Demotion advertise and listen. At the
beginning of round of the operation of the network if the energy of a node hase#sed to the point thalog. w(u)] has
decreased from what it was at the beginning of rounthe node initiates a repair procedure by advertisiﬁg its losver
level to all the nodes which requested it to be their parenthls phase a node may receive a message from its parent with
the parents new level. If that level falls to or below the rodevn level, the node goes into parent rediscovery mode elf th
node’s parent’'s new level is strictly lower than the nodeigel, the node initiates a disconnection procedBhase 2: Parent
rediscovery. The node whose parent has fallen sends out a message seakémgpmarent. This message contains its level. A
node that receives a parent rediscovery message with altevet than its own responds by sending out its own level and id
Phase 3: Parent request. The node seeking a parent sends a parent request messagenindth of level strictly greater than
its own that has the strongest sigrnahase 4: Make connection. The parent-to-be receives the parent request and a coomecti
is established.



We note that when the node loses power it does not need to fimdvgarent for itself. It may need a new parent only if
its own parent’s level decreases. To prevent nodes frormbawa repair multiple times a round, we assume that nodes have
a predefined order, based on their id, according to which ihiéipate repair at the beginning of the phase. As in the cdse o
construction, the number of messages can be estimated Isuthef the degrees of the nodes that had the demoted node as
their parent node before repair. As before, this can be bediimd expectation by)(1/p?) which is be independent of the size
of the point set. Also, it is possible that the battery povadisfto the point where the sensor node becomes non-furattion
this case the node simply exits the network.

IIl. NETWORK OPERATION LIFETIME AND DELAY

In Section IlI-A we describe in detail the operation of a WSkyanized as a hierarchical neighbor graph. In order to
contextualize and analyze the operation of the network vegactierize two important parameters of the network in 8adti-B:
the energy spent per unit transmission at each level of tiheonk, and the expected number of children of a node. In
Section 1lI-C we analytically characterize the lifetime thfe network in terms of the parameter demonstrating that the
lifetime increases with decreasipgwhile the delay increases. Hence there is a tradeoff betwrezse two criteria which we
will explore further through simulations in Section V.

A. Network operation

We assume synchronous operation of the network, assumatgrtleach time slot each node senses the environment and
generates a packet of lengkhbits. We assume that each packet generated by a sensing aotites with a time stamp or
sequence number. In order to relay this data to the BS, thesrm-lN;jj(V) relay the node to their parents along with the time
stamp. When the data reaches the nodes of letf&l’) = max,cv lev,(v), they relay the data directly to the BS. At each
level in the hierarchy nodes receive data from their childied aggregate according to the application before redaiyito
their own parent (or the BS). In order to avoid interfereneeuse TDMA and CDMA. All nodes use CDMA to communicate
with their parents, the code being communicated to themeatitiie of making connection (Phase 3 of topology constractio
This ensures that the communication from a child to one pateesn't interfere with the communication from another eéod
to its parent. The children of a given parent use TDMA amotigsinselves. The operation of the network proceeds in phases

Transmission window

Repair window listen and forward rounds

TDMA slots for children Transmit slot

Fig. 1. One round in the operation of a node%t

Each phase consists oftimnsmission window and arepair window (see Figure 1). The transmission window consistisién
and forward rounds, the number of which varies from node to node. Tigen and forward round differs depending on the
nature of data aggregation allowed by the application:
« Unlimited aggregation. A node collects all the packets corresponding to a singlestamp from its children, aggregates
them into a single packet and forwards its up to its paremgleith the timestamp.
« Limited aggregation. If the application allows a compression factor ok 1, each node collect$l/c| packets corre-
sponding to a single timestamp from its children, aggreg#tand forwards its up to its parent along with the timestamp
Note that since children use TDMA to communicate with theirgmt in both cases a node may have to wait for its children
to send sufficient data before it can create a packet sendti itp parent. At the end of evellysten and forward round the
node checks its battery level. If the level has fallen by adiaof p since the last repair window the node initiates a new repair
window in which repair is performed as described in Sectie@.I

B. Two network parameters

a) Energy dissipated in transmission: The energy cost per unit data transmitted over a distanog a node is given by
FEelec + €£5d*> Where E,.. is the radio electronics energy that depends on the codidgspreading of the signal, and, is
the amplifier constant that depends on the acceptable roit-eate. Since in a WSN organized as an HNG all transmissions
take place from a node to its parent, the quantity of inteietite expectation of the square of the distarte, parent, (u)).
For a homogeneous network, i.e. every node ia V' hasw(u) = 1 we claim the following:



Claim 3.1: Given a Poisson point proce$swith parameters > 0 and HN;(V) with 0 < p < 1, for anyu € V,
1
~ Apitl
Proof: We know thatd(u, parent,(u)) = [ if there exists no node of;, j > i+ 1 inside the circle of radius with center
atu and a point ofS;, j > i+ 1 on the circumference. Hence, the expected distance to tpiarea nodeu of level i is given
by

E[(d(u, parent, (u))* | lev, (u)] = i

i+1 2 .
E[(d(u, parent(u))? | lev,(u) = 1] —/0 12e= 2 \pitlond) = ﬁ
|
Hence the expected energy dissipated per unit of data seatnogle ofS; to its parent isE.. + Mf}f—“ We observe that in
the case of general values of the weight function there veilbblarger number of nodes at each level and so the expectation
of the square of the distance will, in general, be upper bedray this quantity.
We now have a handle on how long a node can operate beforetterybaower falls by a factor op, necessitating its

demotion by 1 level. A simple calculation reveals that a nadeith weightw(u) andlev,(u) = i can transmit

_ Amw(u)(1 = p)pt "
B )\TrpiJrlEelec + €fs

units of data in expectation before its weight fallsuw¢u) - p. The quantity¢; will be crucial in determining the transmission
schedules of the nodes of the network to be discussed inoBeltkA.

b) Number of children of a node: Each nodeu € S; in HNZJ(V) has a number of children frorfi;_;. This number is a
random variable depending on the placement of the nodeshenthhdom processes by which the sgtsare formed. Since
the network operation involves nodes collecting data fromirtchildren, we will characterize the number of nodes tmatnt
a single node as their parent. In [3], as part of the proof addrem 2.1 we prove that the expected number of children of a
nodew with lev,(u) =i is at most6i(1 — p)/p.

¢

C. Lifetime versus Delay

In this section we present analyses of the lifetime of thevodt and the delay it experiences, and demonstrate that, as

expected, there is a tradeoff between these two criteriss ffadeoff can be measured using the parameter

c) Lifetime analysis: For wireless sensor networks deployed in remote locatienbarging of sensor batteries is often
impossible. A critical parameter in the analysis of topgl@gpntrol mechanisms used to collect data from is such ggsttis
the network lifetime i.e. the time before the node’s batteoyver falls to a level at which the node is no longer functiotra
this paper we measure the lifetime not in actual units of tmein terms of rounds of data sent. We assume that in every
round one packet of data is generated by each sensor andtbeuntmber of such rounds which are communicated all the
way to the base before the first node’s battery power fallsvbel given threshold. In this section we provide an analytica
view of the network lifetime, postponing a simulation studySection IV.

In order to analyze the lifetime, we proceed as follows. Wasiter a node: with lev,(u) = i and battery powetv(u),
such that|log: w(u)/c] > 1 i.e. a node that is operational because it still bgsunits of battery power left. We then compute
the number ofisten and forward rounds it performs before going in for repair i.e. the numdsfelisten and forward rounds it
takes to lose a factgr of its battery life. Since the calculations of Section IlisBow that the transmission cost is exponential
in 1/p with the level in the exponent while the cost of receiving édymomial in 1/p and the level of a node (proportional to
the number of children), we focus here on the energy spemairstission and neglect the energy spent in receiving packe
We only present the cases where unlimited aggregationadsvedl. The limited aggregation case can be approached gimila
but we omit it due to space considerations.

Let us consider a node with initial battery powerw(u). This node lives through(u) = logs L@J cycles before it goes
defunct. Since we are in the unlimited aggregation cageas to send only one packet per round. Hence, whéas levely,
by ( 1), it can transmit data fof; rounds. Hence, conditioning on the initial level ofbeingi, we get that the lifetime of;,
denotedlifetime’(u), i.e. total number of rounds of that can send before dying @;:Ft(u) ¢;. To simplify calculations,
we bound the denominator @f above byAmpE,.. + €5 and below byes, and sum to get

A (u)p?~Hw cp S , Arw (u)p?~Hw c
(- < — < . (1- :
ey p——— 1= @) < E(lifetime (w) | lev, (u) = §) < 5= ol Citron )

Note thati — ¢(u) > 0 for all nodes since each node get an initial levek@f) before the probabilistic part of the promotion
takes place. Hence, we see that the time the node dies is safigiecreasing function op, but, if the lower bound is tighter
than the upper bound, may decrease after a certain valwe Ahd, in fact, it is this observation that is borne out by our
simulations in Section IV.




d) Delay: The delay incurred in data gathering using hierarchicajhmgor graphs is a function of the parametend the
number of nodes in the netwofk|. As transmission accounts for most of the delay we assumetaelay cost for a single
transmission. According to the protocol detailed in Seclid-A, a TDMA schedule is created by a node and communicated
to the children. In order to transmit, a node has to wait feralfocated time slot. This causes a delay equal to the nuofber
children. Using DSSS, nodes which have a different paresmtafiowed to transmit in parallel, thereby reducing the gela
order to calculate the expected delay cost we use the upperdban the expected number of children from Theorem 2.1 i.e.
6i(1 — p)/p.

When a packet is transmitted, a delay is incurred at eacH tdvihe hierarchy. AssumingV nodes in the network and
observing that the probability that the network has mora thivg. N levels is very low Q(1/N)), we sum over the levels
to get an expected delay cost of at most !

2log1 (N)
P

1-— 1-—
Z 6i-—p+1:—p-alog2l(N), 3)
i=1 p p !

for an appropriately chosen constant

The tradeoff : Note also that the delay cost for hierarchical neighbor lggapcreases with the parameterHence, since
we want to minimize delay and maximize lifetime and they biottrease with the parametgr there is a tradeoff and so the
parametep has to be fixed at an optimal point. We attempt to determire dptimal point through simulations in the next
section.

IV. SIMULATION STUDY

In this section we perform extensive simulation studiesiefdrchical neighbor graphs. Network lifetime is the maietric
we use to evaluate our proposal and we begin by investigttiagensitivity of this metric to various parameters, esigc
the parametep, and study the tradeoff between lifetime and delay. We destnate that it is possible to identify an optimal
value ofp where minimizes the ratio of delay and lifetime. We also canepHNGs against LEACH, the energy aware version
of LEACH, PEGASIS and H-PEGASIS. We show through simulatioat the lifetime of HNG is better than these proposals
and has the special property that it can handle heterogeneititial battery power much better than these other maidms.
We also show that HNGs fare well when compared against thegmgals on the product of delay and energy spent per unit
data transmitted during the network’s life, a metric thaoaseeks to optimize both lifetime and delay simultaneo[i<y.

A. Smulation setup and parameters

We initialized a network with a set” with |V| = N = 100 sensor nodes spread uniformly over a square region of side
100 units. The minimum energy required for a node to be operatinas taken to b@.1J. The BS was located outside the
square region ats0, 300) and packet size was taken to ®&00 bits. These settings are taken from [7] to facilitate corrgmar
with LEACH and the other architectures we consider. Foraddinsmission we assumed that to trangntiits of data over a
distanced, the energy dissipated 87, (1, d) = | Eejec + lessd* where the radio electronics ener@y;.. = 50 n.J/bit, depends
on the coding and spreading of the signal and the amplifiestaotte ;; = 100 pJ/bit/m? depends on the acceptable bit-error
rate. We assumed the energy consumed in receivingtdiinmessage i€, (1) = [ E.... Additionally the energy consumed
for data aggregation was taken to Bg 4 = 5 nJ/bit/signal.

Our model for delay is simple. We assuming a unit delay forhemansmission. Under this assumption, as shown in
Section III-C the delay of the network depends onlyand the number of node¥. We consider also two different data
aggregation models corresponding to different applicat@) Limited Aggregation: Only data signals from nodes located close
to each other are highly correlated and can be aggregatediisingle signal. Since nodes which share a common parent in
HN, (V) are located close to each other, we assume their data sigreaisorrelated and can be fused into a single signal.
(b) Unlimited Aggregation: All data signals, irrespective of location can be fused tbasingle signal. This model is valid
for applications in which we are interested in quantitiée lihe average, min or max of a set of values. In this caseatdl d
signals at a relaying node are fused into a single signabdgdirout this section the unlimited aggregation model islusdess
stated otherwise. Also, unless otherwise stated we asduaméhie initial battery power of all nodes is the same.

B. Sensitivity analysis for HNGs

Quantities like the density of the nodes, the initial battpower of the nodes and the values of the radio parameters are
parameters of the system that are given to us. We first igagstithe sensitivity of HNGs to these parameters and theremov
on to finding optimal settings gf which is in our control.



Network lifetime versus density: In order to examine change in network lifetime with netwodndity we vary the number
of nodes betweef0 and 250 in steps of20 for a fixed area. The constapts fixed at0.5 and the initial battery for each node
equal tolJ. Figure 2(a) shows that the network lifetime increases atrtinearly with the network density. This is because
the energy consumed in transmission decreases linearty vaitle density whereas the number of connections remains the
same. In order to validate the bounds given in (2) we also Isited the network’s performance under the assumption ket t
amplifier constant;, was 0 and, as expected, we observed a more or less constaridielsee Figure 2(b)).
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(a) Network lifetime vs. extent of aggregation. (b) Average node life vs. the initial residual energy.

Fig. 3.

Network lifetime versus aggregation: Since different applications allow different level of datggregation we tested the
performance of HNGs by varying the compression ratios fi@m 1 to 100 : 1. Figure 3(a) shows the lifetime fadNg 5 (V).
We see that the network lifetime increases steadily withctirapression ratio, validating the intuition that grea@mpression
allows for more efficient transmission, an intuition thaostd hold for any architecture..

Life of a node versus initial battery: From the lifetime inequalities given in (2) it is clear thagtinitial battery power is
a crucial factor in determining how long an individual no@gmdunction. In order to study this we simulated a heterogese
network in which each node was randomly assigned an initiatgy from5 levels between between/ and 2J to see the
dependence of the life of a node on its initial residual epdrgFigure 3(b) we see that the plot is concave i.e. hightteba
powered nodes do not live much longer than lower battery pegvaodes. This validates our claim that in HNGs nodes with
higher battery power are made to do more work per round thaesaith lower battery power and hence the network uses
its energy efficiently.

Network lifetime versus p: The variation of network lifetime—the number of rounds befthe first node dies—with was
studied by simulating—lN;”(V) for the set described above and varyimgn steps of0.1 between0.1 and 0.9 (Figure 4(a)).
We observed that the lifetime increases initially and theardases, with a maxima at around 0.7 which makes us beliave t
the lower bound described in (2) is perhaps tighter than ghpeubound. This point of maxima is, of course, a function of
the radio parameters. We simulatblmgv(v) over the same range of values pfvith three different values of the amplifier
constante,, keeping the radio electronics enerfy;.. fixed at50n.J/bit. We observed that the shape of the curve remains
the same except the point of maxima shifts slightly and th&imam value is different. Those plots are omitted here due to
space constraints.
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Fig. 4. Lifetime and delay vsp.

Delay/lifetime versus p: In order to demonstrate that delay and lifetime can be samebusly optimize for hierarchical
neighbor graphs we computed the delayHif,’ (V') by running an algorithm that computed the maximum numbeinoé t
slots it takes for a packet to get to the base station (seerd-ifb)). The shape of the curve obtained validates the bound
reported in (3), and we observe that there is a minima whigpéas to be around 7 here. We plotted delay/lifetime as well
and found that it too has a definite minima, also seen aroundsee Figure 4(c)). Note that there is nothing special about
the value 0.7. The optimal point for delay/lifetime shiftoand based on the relative value of the radio parameteis K€
observation is that for all our simulations there was anmagtipoint for the delay/lifetime function.

C. Comparison with competing proposals

As mentioned earlier there are several proposals for tgyotmntrol mechanisms for collecting data in wireless senso
networks. Here we compare through simulation the perfonaari hierarchical neighbor graphs with the performancewof t
leading proposals, LEACH [6] and PEGASIS [11], and some efrtiariants.

Comparing lifetimes: We simulated HNGs, LEACH and PEGASIS and observed the numbeodes alive over time.
Our simulation results for a network where all nodes stathwhe same energy value ®¥ALUE NEEDED. are presented
in Figure 5. HNGs were simulated with two values of the comiste= 0.5, 0.7, the latter value being the optimal value f
obtained for the given choice of radio parameters that weudised in Section 1V-B. We simulated two versions of LEACH,
one being the baseline proposal that selects cluster hesfigraly and the other version, denoted LEAGHere, being the
energy aware version that considers residual energy insithgeluster heads. We observed thiN( , outperformed LEACH
by 200% in terms of network lifetime, i.e. it has a network lifetimer¢e times that of LEACH. For PEGASIS we observed
that although its last node dies later thlXly ,(V), it's first node dies significantly earlier. In fact by the @nthe first node
dies forHNg';, more than10% of PEGASIS’s nodes are dead.
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40 b
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Fig. 5. Number of nodes alive over time for different arctiitees.

Lifetime and delay: Following the analysis of [10] we compare the performancENfs to that of LEACH and PEGASIS
when delay and lifetime are considered simultaneouslys #hdone in [10] by using a metric they cattergy x delay where
energy is the average energy spent per round until the first node Wessummarize the results in Table | including data
from [10] for LEACH, PEGASIS and its hierarchical forms. B clear that HNGs performs well in comparison with the
other protocolsHN, 7(V') is outperformed marginally by binary PEGASIS accordinghis tmetric because its delay is higher
although it is more energy efficient.

Heterogeneous battery power: Hierarchical neighbor graphs are particularly well suitedituations where different nodes
of the network begin with different battery power and consadly perform even better than other architectures than tto



Protocol energy delay | energy x delay
HNg - (V) 0.048283| 11 0.5311
LEACH 0.204786 | 27 5.5292
PEGASIS 0.036107| 100 3.6107
Binary PEGASIS| 0.055898 | 8 0.4516
3 level PEGASIS| 0.058287| 15 0.8743

TABLE |

Energy PER ROUND AND Delay FOR VARIOUS PROTOCOLS

in the uniform initial battery power case. We simulates HNESACH, and PEGASIS for two heterogeneous networks having
low and high variation in initial energy. In the first scemaa node is randomly assigned enetglyor 2.J with equal probability
(Heterogeneous Network 1). In the second scenario a node is randomly assigned aal iaitergy betweef.1J and2J from

10 levels Heterogeneous Network 2). Figure 6 shows that the margin by which HNGs outperfornepibrotocols increases
with the heterogeneity in the network. Fbleterogeneous Network 1 the improvement over LEACHwas up t0250% from

just under200% for a homogeneous network. Note that this energy awareoremsi LEACH requires an estimate of the
residual energy in the entire network and hence requirest@raet-up energy cost which is not accounted for. In Fig(iog

we notice that when approximatedy% of the nodes are alive iRIN; 5, more than half of the nodes have died in all other
protocols.
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Fig. 6. Number of nodes alive over time using HNGs, LEACH, PESES.

REFERENCES

[1] K. Akkaya and M. Younis. A survey on routing protocols faireless sensor network#id Hoc Networks, 3:325-349, 2005.
[2] F. Baccelli and S. Zuyev. Poisson-voronoi spanninggreavith applications to the optimization of communicatioetworks. Operations Research,
47:619-631, 1997.
[3] A. Bagchi, A. Madan, and A. Premi. Hierarchical neighlgmaphs: An energy-efficient bounded degree connectedtsteufor wireless sensor networks.
arXiv:0903.0742v3 [cs.NI], July 2009.
[4] P. Ballister, B. Bollobas, A. Sarkar, and M. Walters. @ectivity of randomk-nearest-neighbour graphédv. Appl. Prob. (SGSA), 37:1-24, 2005.
[5] D. M. Blough, M. Leoncini, G. Resta, and P. Santi. Theneigh protocol for symmetric topology control in ad hocwatks. In Proc. 4th Intl.
Symposium on Mobile Ad Hoc Networking and Computing (MobiHoc 2003), pages 141-152, 2003.
[6] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan application-specific protocol architecture for was$ microsensor network$EEE
Trans. Wreless Commun., 1(4):660-670, 2002.
[7] W. B. Heinzelmann, A. P. Chandrakasan, and H. BalakashnAn application-specific protocol architecture for Wéss microsensor network$EEE
Trans. Wireless Commun., 1(4):660-670, 2002.
[8] C. Intanagonwiwat, R. Govindan, D. Estrin, J. Heidemaand F. Silva. Directed diffusion for wireless sensor nekiv@. |IEEE/ACM Trans. Netw.,
11(1):2-16, 2003.
[9] M. A. Labrador and P. M. WightmanTopology control in wireless sensor networks. Springer, 2009.
[10] S. Lindsey, C. Raghavendra, and K. Sivalingam. Dataegatg in sensor networks using the energy*delay metriclnlRroc. of IPDPS Workshop on
Issues in Wireless Networks and Mobile Computing, pages 924-935, 2001.
S. Lindsey and C. S. Raghavendra. Pegasis: Poweregifigathering in sensor information systemsAénospace Conference Proceedings, 2002. |EEE,
volume 3, pages 3-1125-3-1130 vol.3, 2002.
A. Manjeshwar and D. P. Agrawal. Teen: a routing protdoo enhanced efficiency in wireless sensor networksPdrellel and Distributed Processing
Symposium., Proceedings 15th International, pages 2009-2015, 2001.
A. Manjeshwar and D. P. Agrawal. Apteen: A hybrid pratbéor efficient routing and comprehensive information ieatal in wireless sensor networks.
In IPDPS’02: Proceedings of the 16th International Parallel and Distributed Processing Symposium, 2002.
[14] R. Rajagopalan and P. Varshney. Data-aggregatiomigebs in sensor networks: A surveffEE Commun. Surveys Tuts., 8(4):48-63, 2006.
[15] P. Santi.Topology Control in Wireless Ad Hoc and Sensor Networks. Wiley, 2005.

[11]
[12]

(23]



[16] Y.-J. H. Sung-Min Jung and T.-M. Chung. The concenttigstering scheme for efficient energy consumption in theapig InProc. Sth Intl Conf. on
Advanced Communication Technology,, volume 1, pages 260-265, 2007.

[17] N. Tabassum, Q. E. K. Mamun, and Y. Urano. COSEN : A chaiented sensor network for efficient data collection. Aroc. 3rd Intl. Conf. on
Information Technology : New Generations (ITNG '06), pages 262-267, 2006.

[18] H. O. Tan and I. Kdrpeoglu. Power efficient data gaitiierand aggregation in wireless sensor netwolB$SMOD Rec., 32(4):66—71, 2003.

[19] M. Xiao, G. Chen, and D. Xiao. A policy-based energy éiit clustering scheme for wireless sensor networksPriye. 8th ACIS Conf. on Software
Engineering, Al, Networking and Parallel/Distributed Computing, pages 689-694, 2007.

[20] F. Xue and P. R. Kumar. The number of neighbors neededhfoiconnectivity of wireless network§Mrel. Netw., 10:169-181, 2004.

[21] O. Younis and S. Fahmy. HEED: A hybrid energy-efficiemstidbuted clustering approach for ad hoc sensor netwolk&E Trans. Mob. Comput.,
3(4):366-379, 2004.



